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ElSszo

2026. januéar 29-30-an immaron huszonkettedik alkalommal keriil sor a Magyar
Szamitogépes Nyelvészeti Konferencia megrendezésére. A konferencia f6 célk-
ittizése a kezdetek 6ta allando: lehet&séget biztositani a nyelv- és beszédtechnolo-
gia teriiletén végzett kutatdsok eredményeinek ismertetésére és megvitatasara,
ezen feliil pedig a kiilonféle hallgatoi projektek, illetve ipari alkalmazéasok bemu-
tatasara.

Az idei évben a 18 bekiildott cikkbdl gondos mérlegelést kovetSen 15 cikk
keriilt elfogadasra, melyek téméja a nyelv- és beszédtechnologia szamos szak-
teriiletét lefedi a legiijabb nyelvi modellek bemutatasatol kezdve a beszédtech-
nolégia eredményein keresztiil egészen a magyarra adaptalt nagy multimodalis
modellek eréforrashatékony létrehozasaig.

A konferencia programjat két plenaris elSadés is gazdagitja, amelyeket Vincze
Veronika és Torok Balazs fog megtartani. Vincze Veronika meghivasanak apro-
pojat az adta, hogy a kozelmultban kihirdetett, HTE Top 50 N6k a Mesterséges
Intelligencia Teriiletén elnevezésii dij 1. helyezettje lett. ElGadasanak cime Szdlj, s
ki vagy, elmondom - A nyelvhaszndlati jellegzetességek szerepe osztdlyozdsi felada-
tokban. A konferencia mésodik napjan Toérok Balazs plenaris el6adésat hallgath-
atjuk meg a MOZAIK Kiado képviseletében Nagy nyelvi modellek alkalmazdsa
szamonkérésben és digitalis tananyagfejlesztésben cimmel.

A korabbi szokasoknak megfeleléen dijazzuk a konferencia legjobb cikkét,
mely a legjelentGsebb eredményekkel jarul hozza a magyarorszagi nyelv- és be-
szédtechnologiai kutatasokhoz. Ezen felill imméar nyolcadik alkalommal osztjuk
ki a legjobb biralonak jar6 dijat, amellyel a biralok faradsagos, ugyanakkor nél-
kiilzhetetlen munkajat kivanjuk elismerni.

A szervezibizottsag nevében,
Acs Judit,

Berend Géabor,

Gosztolya Gabor,
Ligeti-Nagy Noémi,
Nemeskey David Mark,
Novak Attila,

Simon Eszter,

Sztaho David,

Vincze Veronika
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Nagy nyelvi modellek altal generalt szovegek
felismerése magyar nyelven

Kiss Mihély!, Berend Géabor!

Szegedi Tudomanyegyetem, Informatikai Intézet
kiss.mihaly@stud.u-szeged.hu, berendg@inf.u-szeged.hu

Kivonat Manapsag rengeteg mesterséges intelligencia (MI) altal gene-
ralt tartalom keletkezik, amit az is el@segit, hogy kiilonb6z6 modellek,
mint példaul a ChatGPT, Claude vagy Gemini, széles korben elérhetsk.
Ebbdl adédoan egyre nagyobb sziikség van olyan megoldéasokra, amelyek
képesek az ember és gép 4ltal generadlt tartalmak megkiilonboztetésére.
Mig angol nyelven mér szamos megoldas létezik, magyar nyelven egy-
el6re nem sziiletett igazan érdemi kutatas. A cikkben ezért kifejezetten
magyar nyelvre készitett és vizsgalt modelleket mutatunk be az ember
és MI altal generalt szovegek elkiilonitésére.

Magyar nyelvre finomhangolt enkéder modelleket hasznaltunk, 6t kii-
16nb6z6 modell teljesitményét Gsszehasonlitva. A modellek hasonlo F1
értéket értek el. A szavaztatas a publikus korpuszon nem javitott, a he-
terogénebb kiegészitett korpuszon viszont novelte az F1-pontszamot.
Az eredményeket ipari detektorokkal is Osszevetettiik, és azt talaltuk,
hogy a finomhangolt modellek t6bb kereskedelmi megoldasnal is jobb
teljesitményt nyujtanak, és csak egyetlen ipari detektor el6zi meg Sket.
Kulcsszavak: MI, detektalas, predikcié, enkoder

1. Bevezetés

Az elmult években rengeteget fejlédtek a nagy nyelvi modellek, igy az altaluk ge-
neralt szévegek sokkal jobban hasonlitanak az emberek altal irt szévegekre, mint
kordbban. Manapsag méar rengeteg MI-generalt széveg keletkezik, és ez mar a
tudomanyos életben is észlelhetd, egyre tobb publikaciéban, cikkben lehet szin-
tetikus szoveget talalni (Liang és mtsai, 2024b). Korabbi kutatasok kimutattak,
hogy az MI-konferencidkra bekiildott cikkek 6,5-16,9%-a erGsen tamaszkodhat
nagy nyelvi modellekre, vagy akar teljesen &t is frhattak azokat, ami jol mutatja
az egyre novekvs hasznalatot a tudoméanyos kozegben (Liang és mtsai, 2024a).
Ezt a trendet tovabb erdsiti, hogy a fejlett modellek széles korben elérhetdsk, és
ma méar minimalis technikai tudassal rendelkez6 felhasznalok is hozzaférhetnek,
hasznalhatjak azokat.

A fentiek miatt egyre nagyobb a sziikség az olyan automatikus megoldasokra,
amelyek képesek megkiilonboztetni az ember altal irt szévegeket a szintetikusan
létrehozott szovegektsl. Ezt az igényt szamos kozelmultbeli verseny és work-
shop hangstlyozza, amelyek kifejezetten erre a problémara késziiltek (Sarvazyan
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és mtsai, 2023; Wang és mtsai, 2024; Chamezopoulos és mtsai, 2024; Wang és mt-
sai, 2025).

Noha egyre jobb mingségi megoldasokkal taldlkozhatunk, az MI segitségével
létrehozott és az emberi szévegek megkiilonboztetése sok kihivast rejt magaban.
A legjobb modszerek altaldban mély neurélis halozatt architektirakra épiilnek,
legtobbszor transformer alapi modellek, amelyeket finomhangolnak nagyobb,
annotélt adathalmazokon (Sarvazyan és mtsai, 2024; Marchitan és mtsai, 2024).
Frissebb tanulmanyok megmutattak, hogy ezeknek a transformer modelleknek
kombinalassal vett valoszintiségi kimenete még tovabb javithatja az eredménye-
ket és a robusztussagot az MI-generalt szovegek felismerésében (Gu és Meng,
2024; Kiss és Berend, 2025).

A teriilettel foglalkozo cikkek tualnyomoé tobbségének fokuszaban az angol
nyelvre vonatkoz6 megoldasok éallnak. Jelen cikk els§dleges motivacioja, hogy a
magyar nyelven generalt szovegek felismerésének probléméjat — legjobb tudoma-
sunk szerint — els6ként vizsgaljuk tudomanyos igényességgel, amely keretein beliil
egy 1Uj publikus teszthalmazt is létrehoztunk. A cikkben ketté megoldas ered-
ményeit mutatjuk be. Az els6 megoldast harom publikus adathalmazboél Gssze-
gytjtott szovegekre, a masikat pedig egy kordbban sajat szkriptekkel gytjtott
adathalmazra tdmaszkodva hoztuk létre.

Az eredmeények kiértékelése soran fontos metrika a fals pozitiv rata (FPR) és
a fals negativ rata (FNR). Az FPR azt jelzi, hogy a modell milyen gyakran sorol
tévesen emberi szoveget MI-generaltnak, mig az FNR azt mutatja meg, hogy az
MI altal generalt szovegek mekkora részét nem ismeri fel. Ebben a doménben
az egyik legfontosabb, hogy emberi szoveget ne osztalyozzunk MI-generédltnak,
ezért érdemes minél alacsonyabb fals pozitiv ratara torekedni.

A két adathalmazra kapott eredmények azt mutatjak, hogy a publikus adat-
halmazon finomhangolt modellek teljesitménye nem kiemelkeds, mig a sajat
gytljtési, kiegészitett adathalmaz joval robusztusabb és pontosabb modelleket
eredményezett. A szavaztatasos modszerek a publikus adatokon nem hoztak ér-
demi javulést, a kiegészitett adatokon azonban csokkentették a fals pozitiv ratat
és novelték az Fl-pontszamot.

2. Kapcsol6dé irodalom

A gép altal generalt szovegek detektalasaban elért legujabb fejlesztések kiemelték
a modellek szavaztatasaval nyert (ensemble) tanulasi modszerek hatékonysagat
(Gu és Meng, 2024; Kiss és Berend, 2025). Gu és Meng (2024) finomhangolt
transformer modellek szavaztatasaval vett részt SemEval-2024 8. versenykiirasan
(Wang és mtsai, 2024). Megkozelitésiik hatékonyan kezelte a kiegyenstlyozatlan
cimkék probléméajat, amivel kimagaslo teljesitményt voltak képesek elérni.
Mivel a standard ensemble moédszerek magas szadmitasi koltséggel jarnak,
amelyek tobb fiiggetlen modell betanitasat igénylik, szamos megkozelitést java-
soltak a tobb modell déntésére épité megoldasok erdforrasigényének csokkenté-
sére. Az egyik ilyen modszer az un. snapshot ensemble technika (Huang és mtsai,
2017), amely a finomhangolas kiilénb6z8 idépontjaiban rogziti a modell aktuéalis
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allapotanak "pillanatfelvételeit". Bar ez a megkdzelités csokkenti a finomhango-
las koltségeit azaltal, hogy elkeriili a kiilonallé modellek betanitasdnak sziiksé-
gességét, altalaban nem éri el a standard ensemble modszer teljesitményét.

A feliigyelt tanitdson alapuldé modellek mellett népszert megkozelitést jelen-
tenek a gépileg generalt szévegek felismerésének feladataban az tn. zero-shot
modszerek (Mitchell és mtsai, 2023; Bao és mtsai, 2024). Ezen modszerek nem
igényelnek finomhangolast, ehelyett (nagy) generativ nyelvi modelleknek az egyes
szovegekhez tarsitott valoszintiségek elemzésére tamaszkodnak.

3. Adathalmazok

3.1. Publikus adathalmaz

A publikus adathalmaz hdrom mésik adathalmazbol lett készitve mintavételezés-
sel. Ezek az adathalmazok nyilvanosak, és elérhetGek. Az ember altal irt szévege-
ket két forrasbol szereztiik be: egyrészt a magyar Wikipedia szécikkeibél Niklaus
(2023), masrészt pedig a Hungarian Webcorpus 2 Nemeskey (2020) korpuszban
talalhato webes tartalmakbol torténd mintavételezésre tdmaszkodtunk. Ezaltal
az adathalmazban reprezentalva vannak altalanos internetrél kinyert szdvegek,
illetve tudomanyos szoveg is. Ebbdl a két adathalmazbdl lett véletlenszertien
kivalasztva 5000 szoveg, egyenls ardnyban. A gép altal generalt szévegekre vo-
natkozo tanitéadat a boapps (2024) adathalmazbol szarmazik, amelyben magyar
nyelven megfogalmazott utasitdsokra nagy nyelvi modellek &altal generalt vala-
szok szerepelnek. Ebbél az adathalmazbdl szintén kivalasztottunk 5000 szoéveget,
és igy végss forméaban megkaptuk a 10,000 szévegbdl allo adathalmazunkat. A
szovegek hosszanak az elemzése a 2. abran lathato. Egy rovid példa az MI gene-
ralt szovegekbdl:

Keérdés: Irj egy révid mondast az idérdl és annak mulasarol.

Valasz: Az id§ olyan, mint a homok a tenyeredben — mindig csak agy vessziik
észre, hogy kicsuszik kozottiink.

1. abra: Példa MI generalt valaszra.

AlapvetSen elmondhatd, hogy sok révid szoveg is megtalalhaté az adathal-
mazban, amelyekrdl altalaban nehezen megmondhato, hogy ki irta valdjaban.

3.2. Kiegészitett adathalmaz

A modellek fejlesztéséhez egy altalunk osszeallitott kiegészitett adathalmaz is
felhasznalasra keriilt. A sajat gytijtési adathalmazt kiegészitettnek nevezziik,
mivel célja a publikus adathalmazban nem reprezentalt szévegtipusok és nyelvi
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2. abra: Publikus tanitohalmaz szévegek hosszanak elemzése

jellemzdk potlasa. Az adatgytijtés és annotacio teljes mértékben a sajat eréforra-
sainkbol valosult meg. Az elmondhato, hogy az adathalmaz diverz, sok témakort
lefed. Ez alatt lehet érteni forumok, esszék, tudomanyos cikkek, beadanddkbol
elsallitott szovegeket. A kiegészitett adathalmaz célja az volt, hogy a publikus

o

adathalmazbol hianyzd sokszintséget lefedje, illetve az is, hogy megmutassuk
azt, hogy egy mindségi adathalmazon finomhangolt modell jobb eredményt fog
nydjtani. A szévegek hosszara vonatkozo statisztikak a 3. abran lathatok.
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3. abra: Kiegészitett tanitohalmaz szovegeinek hosszénak elemzése

3.3. Teszt adathalmaz

A teszt adathalmaz a kiegészitett illetve a publikus adathalmaz keveréke. Mind-
kettSbdl 1000-1000 szdveg lett beletéve, azon beliil pedig 500-500 darab az em-
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ber és az MI osztalybol. Ezaltal a teszthalmaz diverz, amelyben mindkét kisérlet
adathalmaza reprezentalva van, tehat mindketts kisérletnek azonosan kedvez. A
szovegek hossza a 4. abran lathat6. A teszt adathalmaz nyilvanosan elérhetd!.

Sz6veghossz eloszldsa osztalyok szerint
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4. adbra: Teszthalmaz szovegek hosszanak elemzése

4. Felhasznalt modellek

A kisérletekben tobb, magyar nyelvre finomhangolt transformer alapt modell
nyelvi modellt hasznaltunk. Ezaltal nem csak az adathalmazok minéségét tud-
juk vizsgalni, hanem a modellek kiilonb6zé elGtanitasi megoldasait is. A huBERT
(Nemeskey, 2021), PULI-BERT-Large (Yang és mtsai, 2023) és a huDeBERTa-
MLM modellek klasszikus, maszkolt nyelvi modellezésen (MLM) alapulé elgtani-
tassal késziiltek, amely a BERT-jellegi modellek altalanos elStanitési feladata.
A huDeBERTa-MLSM illetve a huDeBERTa-LSM a standard maszkolt nyelvi
modellezéses el6tanitasi feladat helyett latens szemantikus tulajdonsagok mo-
dellezésére lettek tanitva a Berend (2024) altal bevezetett megoldasok szerint.

A huDeBERTa prefixti modellek azzal az elény6s tulajdonsaggal rendelkez-
nek, hogy azok az elGtanitas célfiiggvényét leszamitva teljesen azonos moédon
lettek létrehozva (azonos modellarchitektira, azonos el6tanité korpusz, illetve
azonos elStanitasi hiperparaméterek hasznalata mellett), igy az ezen modellek
finomhangolasaval nyert eredmények Osszehasonlitésa lehetéveé teszi az elGtanitas
megvalasztasanak szerepének vizsgalatat.

A vizsgalt modellek méreteiben jelent@s kiilonbségek vannak: a PULI-BERT-
Large egy 24 rétegti modell 340 millié6 paraméterrel, mig a huBERT-base és a hu-
DeBERTa csalad modelljei 12 rétegbdl allnak, elébbi 110, utébbi pedig 134 millié
paraméterrel. A kiilonb6z6 modellek hasznélata lehet&vé teszi annak vizsgalatat

! https://huggingface.co/datasets/mihalykiss/Hun_ai_test
7
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is, hogy a modellek méretei milyen mértékben jarulnak hozza az MI-generalt
szovegek felismerésének pontossidgahoz.

5. Kisérletek

5.1. Modellek finomhangolasa

Az el6z6 pontban bemutatott modelleket mindkét adathalmaz alapjan finomhan-
goltuk. A finomhangolasok soran alkalmazott hiperparamétereket a tanitéadattol
és az aktualisan finomhangolt modelltdl fiiggetleniil, azonos moédon valasztottuk
meg a kapott eredmények 6sszehasonlithatosaga kedvéért. Az adatbazisokat min-
den esetben azonos médon — 80% tanitd, 20% validacios halmaz — osztottuk fel.

A finomhangolas soran minden epoch végén elvégeztiink egy validacios hal-
mazon térténd kiértékelést. Alapértelmezetten modellek finomhangolésa 5 epoch-
on keresztiil zajlott, de lehet&ség volt az ennél korabban torténs megallasra (early
stopping) a validaciés halmazon elért Fl-pontszam figyelembe vétele alapjan.
Minden alapmodellel 3 finomhangolési kisérletet hajtottunk végre tgy, hogy a
modelleknek az osztalyozasért felelGs silyait kiillonb6z6 véletlenszerd inicializa-
ciéval hoztuk létre. Egy finomhangolason beliil a validaciés halmazon legjobb
eredményt eléré modellt tartottuk meg.

Mindegyik vizsgalt enkéder alapmodell rendelkezik egy 512 tokenes beme-
neti korlattal, amennyiben egy input szévegnek a hossza ezt meghaladta, ugy
az utana kovetkezs részt levagtuk. A kisérletek soran alkalmazott tovabbi hi-
perparamétereink a kovetkez6k voltak: tanulési rata: 2e-5, linearis tanulasi rata
csokkentés, warmup ratio = 0,1.

5.2. Szavaztatasos megoldasok

A tradicionalis szavaztatasos megoldasok, — ahol t6bb egymaéstol fliggetlentl ta-
nitott modell egyiittese hozza meg a végsé predikciot — széles kdrben ismert és
hasznélt megoldas, amellyel az egyes modellek eredményessége és robusztussaga
jellemzGen javithat6. Ez a megoldas természetesen a mesterséges intelligencia
altal generalt szovegek felismerésére is alkalmas (Abburi és mtsai, 2023; Gu és
Meng, 2024).

A megoldéasainkban szavaztatasos megkozelitést alkalmaztunk, amely soran
az azonos alapmodell kiilonb6z6 véletlenszerd inicializacidval finomhangolt val-
tozatainak valészintiségi kimeneteit uniform modon atlagoltuk a végss predikcio
meghatarozasahoz. Altalaban ez a megoldas javulast szokott hozni az eredmé-
nyek tekintetében, azonban az eréforrasigénye drasztikusan megnd, mivel tobb
modellt kell finomhangolni, és a kiértékelés koltsége is az alkalmazott modellek
szaméval aranyosan ndé.
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6. Eredmények

6.1. Publikus adathalmaz eredményei

A publikus adathalmazon torténd finomhangolas eredményei azt mutatjak az 1.
tablazatban, hogy a modellek nagyon kozeli eredményeket produkilnak. Ettsl
valamelyest lemaradnak a huDeBERTa-MLM modell finomhangolaséval kapott
eredmények.

A legjobb atlagos eredményt a PULI-BERT-Large modell érte el, ugyanak-
kor megjegyzends, hogy ennek a modellnek a kapacitidsa a tobbi vizsgalt mo-
dell kapacitasanak tobbszorose, igy valés gyakorlatban valo alkalmazasa a t6bbi
finomhangolt modell hasznalatahoz képest szamottevs eréforrasigénnyel rendel-
kezik (egy 24 rétegbdl allo, 1024 dimenzios rejtett reprezentaciokat alkalmazo
modellrél van sz6, mig a tobbi vizsgalt modell csupan 12 rétegbdl all, és a rejtett
vektoraik 768 dimenzidsak).

1. tablazat. Publikus adathalmazon tanitott modellek eredményeinek atlaga

Modellek Pontossag Fl-pontszam FPR FNR

huBERT-base 0,786 4£0,009 0,754+0,013 0,08240,008 0,345+0,017
PULL-BERT-Large 0,794+ 0,002 0,7704+0,005 0,100+0,017 0,311+ 0,016
huDeBERTa-MLM 0,759 £ 0,005 0,700 0,011 0,046 £ 0,013 0,436 = 0,021
huDeBERTa-MLSM 0,789 £ 0,011 0,759+ 0,016 0,085+0,002 0,337 £ 0,023
huDeBERTa-LSM  0,782+£0,005 0,746+0,013 0,074 40,016 0,361 0,027

train/loss
szny-hu_deberta_mim-seed31 — mszny-hu berta_mlm-seed MsZny-p:

wy-hu_debert -seedd — mszny-hu_debert

l,\

% wﬁm P NV P NN _ . Stepp
2k 3k 4k 5k

5. abra: Publikus adathalmazon tanitott modellek tanitasi veszteségének abra-
zolasa

Az 5. abran jol megfigyelhetd, hogy a tanulasi folyamat az elején meredeken,
gyorsan konvergal, és a veszteség méar a korai fazisokban is alacsony. Ez egy
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altalanos probléma ebben a témakorben, amely azért gond, mivel a modell nem
tanul lényeges 1j mintazatokat.

A szavaztatisos modszerek ebben az esetben nem hoztak érdemi javulast.
Ez arra utalhat, hogy a publikus korpusz nem tiikrozi a valosagban fellelhetd
magyar nyelvl szovegek heterogenitasit, és nem tartalmaz elég nehezen oszta-
lyozhato példat. A szavaztatasos modszerek eredménye a publikus adathalmazra
a 2. tablazatban talalhato. A fals pozitiv ratan (FPR oszlop) a legtobb esetben
segitett a szavaztatas, amely egy kritikus érték ebben az osztalyozasi feladatban.

2. tablazat. Publikus adathalmaz modelljei szavaztatva

Modellek Pontossdg Fl-pontszam  FPR FNR
huBERT-base szavaztatas 0,786 0,752 0,078 0,350
PULI-BERT-Large szavaztatas 0,793 0,767 0,094 0,320
huDeBERTa-MLM szavaztatas 0, 760 0,703 0,050 0,431
huDeBERTa-MLSM szavaztatés 0,792 0,762 0,082 0,334
huDeBERTa-LSM szavaztatés 0,780 0,741 0,072 0,369

6.2. Kiegészitett adathalmaz eredményei

A kiegészitett adathalmazon kapott eredmények jelent&sen feliilmuljak a pub-
likus adatok hasznalataval mért értékeket. A legjobb eredményt 6nalldo modell-
ként a huDeBERTa-MLSM érte el 0,905 F1-pontszammal, a tovabbi eredmények
a 3. tablazatban lathatoak.

3. tablazat. Kiegészitett adathalmazon tanitott modellek eredményeinek atlaga

Modellek Pontossag F1l-pontszam FPR FNR

huBERT-base 0,885+0,021 0,891+0,015 0,165+0,071 0,065 =+ 0,030
PULI-BERT-Large 0,899 40,006 0,902 +0,003 0,138+0,035 0,065+ 0,022
huDeBERTa-MLM 0,827 40,015 0,841+0,012 0,257 40,033 0,089 + 0,013
huDeBERTa-MLSM 0,901 & 0,005 0,905 0,003 0,139+0,033 0,059 + 0,023
huDeBERTa-LSM 0,883 40,005 0,888+0,008 0,164+0,023 0,070 + 0,032

A veszteségfiiggvények viselkedése a kiegészitett tanitohalmazon tortén fi-
nomhangolas esetén jelentGsen eltér a korabban latottaktol, ahogy azt az 5 és
a 6. abrak oOsszevetése is jol mutatja. Mig a korabbi esetben latott veszteség-
fiiggvény-értékek nagyon hamar 0 kérnyékivé valtak, addig ebben az esetben a
veszteségfiiggvény csak kés6bb kezd el csokkenni, ami azt jelzi szamunkra, hogy
a modell sokkal komplexebb példékat kapott a kiegészitett adatokon torténd
tanitas soran.

10



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

train/loss

A '-..f“.ﬂ A
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6. dbra: Kiegészitett adathalmazon tanitott modellek tanitasi veszteségének ab-
razolasa

Mig a publikus adathalmazon a szavaztatas hatasa nem volt jelentds, a ki-
egészitett adathalmazon torténd finomhangolas soran minden modell esetében
javulast eredményezett az Fl-pontszam tekintetében, ahogy azt a 4. tablazat-
ban lathatjuk. A legjobb teljesitményt nyajté modellnek a szavaztatast kovetGen
is a huDeBERTa-MLSM modell bizonyult, csakigy mint az 6nallé eredmények-
nél. Az is lathato, hogy a szavaztatias minden esetben képes volt a fals pozitiv
rata csokkentésére. A kapott eredmények alapjan a kiegészitett adathalmaz sok-
kal inkabb tekinthet6 valos felhasznalasra alkalmasnak, mivel a magyar nyelvi
szovegek jellemz6it jobban reprezentalja, amelyet a modell is jobban meg tud
tanulni.

4. tablazat. Kiegészitett adathalmaz modelljei szavaztatva

Szavaztatott modellek  Pontossag Fl-pontszam  FPR FNR

huBERT-base 0,892 0,898 0,164 0,052
PULI-BERT-Large 0,909 0,912 0,128 0,054
huDeBERTa-MLM 0,834 0,846 0,247 0,085
huDeBERTa-MLSM 0,912 0,916 0,130 0,046
huDeBERTa-LSM 0,895 0,900 0,153 0,057

6.3. Kiils6 (kereskedelmi) detektor eredményei

A sajat finomhangolt megoldasainkat Osszevetettiik tobb piacon elérhets de-
tektorral®. A tesztelt kereskedelmi detektorok mindegyike tdmogatja a magyar

2 https://preds.hu, https://pangram.com, https://zerogpt.com
11
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nyelvet. API hivasokon keresztiil kiildtiink ki kéréseket, a kordbban bemutatott
teszthalmazra. Az 5. tablazatban lathatéak az eredmények, amelyrsl elmond-
hato, hogy a kereskedelmi detektorok koziil egyediil a Preds modellje ért el az
altalunk bemutatottaknal jobb eredményt, és ennek a modellnek a legalacso-
nyabb a fals pozitiv rataja is.

5. tablazat. Modellek 6sszehasonlitasa

Modellek Pontossdg Fl-pontszam  FPR FNR
Legjobb publikus modell 0,793 0,767 0,094 0,320
Legjobb kiegészitett modell 0,912 0,916 0,130 0,046
Preds 0,954 0,952 0,007 0,085
PangramLabs 0,789 0,744 0,034 0,388
ZeroGPT 0,554 0,509 0,352 0,539

7. Osszegzés

A célunk az volt, hogy tudoméanyos igényességgel els6ként vizsgaljuk az MI-
generalt szovegek felismerésének lehetségeit. Tobb adathalmazzal kisérletez-
tlink, az els6 adathalmaz egy publikus, mar kész adathalmazokbdl Gsszeszedett
korpusz, a masodik pedig egy altalunk gytjtott adathalmaz, amelyben diverz
forrasokbol szerzett szovegek vannak.

A publikus korpuszon a modellek gyorsan, mér az els6 epochokban 0 kozeli
veszteséget mutatnak, ami arra utal, hogy a feladat tal knnyd volt. A legjobb
publikus eredmény szavaztatas nélkiil 0,770 F1-pontszamot ért el, szavaztatéassal
pedig 0,767 F1l-pontszam volt, ahol a szavaztatas altalaban nem hozott javulas.

Ezzel szemben a kiegészitett adathalmaz heterogénebb adathalmaz lett, ahol
lényegesen jobb eredmények sziilettek. A legjobb 6nallé modell 0,905 F1-pontsza-
mot (huDeBERTa-MLSM), mig a szavaztatasos megoldas 0,916 F1-pontszamot
ért el. Ez azzal allhat Gsszefiiggésben, hogy a kiegészitett adathalmaznal a mo-
dellek predikciéi diverzebbek voltak, amely pedig az adathalmaz nagyobb vari-
anciajabol adodhatott.

A megoldéasainkat Osszevetettiik tobb piacon elérhets detektorral is, ahol a
Preds modellje érte el a legjobb teljesitményt a pontossag és az F1-pontszam te-
kintetében. A masik két kereskedelmi detektor gyengébb eredményeket mutatott,
mint az altalunk létrehozott publikus modellek. A Preds modellje kiemelkedGen
alacsony fals pozitiv ratat produkalt.

Ennek egyik lehetséges oka, hogy a kereskedelmi megoldésok varhatdéan jo-
val nagyobb és diverzebb tanitéadaton voltak betanitva, illetve a problémara
optimalizalt hiperparaméterekkel és megoldasokkal finomhangoltak a modelle-
ket. Eredményeink ugyanakkor azt mutatjak, hogy méar a publikus, kisebb adat-
halmazokon finomhangolt modellekkel is elérheté némely kereskedelmi detektor
pontossaga.

12
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Racka: Efficient Hungarian LLM Adaptation on
Academic Infrastructure

Zsolt Csibi?*, Bence Gyorgy Gortka', Natabara Gyongyossy?, Kornél Nagy?,
David Méark Nemeskey', Gabor Palké!, Martin Sallai', Andras Simonyi?,
Andras Mark Szekeres!

'ELTE Faculty of Humanities, Department of Digital Humanities
{gortka.bence, nagy.kornel, nemeskey.david, palko.gabor, sallai.martin,
szekeres.andras.mark }@btk.elte.hu
2ELTE Faculty of Informatics, Department of Artificial Intelligence
{vrnf2j, natabara, simonyi}@inf.elte.hu

Abstract. We present Racka-4B, a lightweight, continually pretrained
large language model designed to bridge the resource gap between Hun-
garian and high-resource languages such as English and German. Racka
employs parameter-efficient continual pretraining via Low-Rank Adap-
tation (LoRA) on a Qwen3-4B backbone, making the recipe practical
on A100 (40GB)-based HPC clusters with low inter-node bandwidth.
To better match the training distribution, we replace and adapt the tok-
enizer. By swapping 32k tokens, we achieve 47% lower tokenization fertil-
ity and generation latency for Hungarian while maintaining competitive
performance in English and German. The model is trained on 160B sub-
word tokens (85B whitespace words) drawn from a mixture of internet
and high-quality curated sources, with a composition of 44% Hungarian,
24% English, 21% German, and 11% code to mitigate catastrophic for-
getting. Our evaluations indicate modest but stable results in language
adaptation with similar LM-Eval-Harness results but increased overall
performance on HULU and OpenHuEval compared to the original Qwen
and the latest Puli models. The results also showcase that Racka-4B is
capable of Hungarian chat with English reasoning even in the absence of
explicit Hungarian post-training on these tasks.

Keywords: Large Language Model, Continual Pretraining, Language
adaptation, Tokenizer Adaptation

1 Introduction

1.1 The Challenge of Linguistic Digital Sovereignty for
Medium-Resource Languages

The proliferation of Large Language Models (LLMs) has marked a transforma-
tive era in artificial intelligence, yet this progress has been unevenly distributed
across the world’s languages (Ali and Pyysalo, 2024). The current landscape is

* Authors in alphabetical order.
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dominated by models pretrained on vast corpora composed predominantly of
English and a few other high-resource languages, creating a significant perfor-
mance and resource disparity for less-resourced linguistic communities (Zhong
et al., 2025). For medium-resource languages such as Hungarian, a Finno-Ugric
language characterized by its agglutinative nature and rich morphology, this
gap is particularly pronounced. Off-the-shelf multilingual models often exhibit
suboptimal performance due to insufficient representation in training data and
tokenizers that are ill-suited to language-specific morphology. This is particu-
larly the case for open-source models, which visibly struggle with Hungarian
grammar.

This disparity highlights a critical challenge to linguistic digital sovereignty.
Linguistic communities need the capacity to develop, deploy, and benefit from Al
technologies that are not only proficient in their language but are also attuned to
their unique cultural and contextual nuances. Achieving this requires the creation
of models trained on nationally relevant data and, crucially, developed using
methodologies that are accessible to local research communities. Likely, most
research groups will not have access to the hyperscale computing infrastructure
available to large industrial labs and will have to rely on shared, and often
underpowered, HPC infrastructure.

1.2 Core Contributions

In response to these challenges, we introduce Racka, a 4-billion-parameter lan-
guage model for Hungarian adapted trough a pragmatic and resource-efficient
approach from a Qwen3-4B reasoning model. The model’s name pays homage
to the Hortobdgy Racka, an indigenous Hungarian sheep breed and llama al-
ternative. Racka was trained using publicly accessible infrastructure, Hungary’s
Komondor supercomputer, rather than state-of-the-art proprietary hardware.
Our primary contributions are as follows:

1. Curation of a Large-Scale Multilingual Corpus: We describe the as-
sembly and curation of a 160 billion subword token dataset representing
state-of-the-art size in training a Hungarian-centric language model. We jus-
tify its strategic composition (44% Hungarian, 43% high-resource languages,
and 11% code) as a pragmatic approach to mitigate catastrophic forgetting
during the continual pretraining process. The inclusion of English and Ger-
man is justified by the census report of the Hungarian Central Statistical
Office!, as these are the most common foreign languages in Hungary.

2. Optimized Tokenization for Hungarian: We underscore the critical role
of tokenizer adaptation for morphologically rich. We document the design,
training, and evaluation of a new tokenizer that dramatically improves to-
kenization efficiency (i.e., subword fertility) for Hungarian, while carefully
preserving the performance of the base model on high-resource control lan-
guages like English and German.

! https://nepszamlalas2022.ksh.hu/eredmenyek/vegleges-adatok/kiadvany/
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3. A Resource-Efficient Training Recipe: We detail a practical method-
ology for the continual pretraining of a 4B parameter model on an HPC
cluster featuring NVIDIA A100 (40GB) GPUs. We provide justification for
our selection of Distributed Data Parallel (DDP) over the more recent Fully
Sharded Data Parallel (FSDP) paradigm, demonstrating that this choice is
a deliberate optimization for our specific hardware environment.

4. The first Hungarian reasoning LLM: We present Racka, which to our
knowledge is the first Hungarian LLM with reasoning output. The model is
openly available on Hugging Face as elte-nlp/Racka-4B2.

2 Related Work

2.1 Paradigms of Language Model Adaptation

Adapting existing foundation models to new languages, domains, or tasks is a
central challenge in modern NLP. The prohibitively high cost of training LLMs
from scratch has spurred research into more efficient adaptation strategies (Csaki
et al., 2023; Khade et al., 2025). As an industry standard practice for language
adaptation, continual pretraining (CPT) is widely adopted. This method fo-
cuses on further self-supervised training on large, unlabeled corpora to expand
a model’s foundational knowledge (Vanroy, 2024; Schuhmann et al., 2024; Ke
et al., 2023).

The work on Racka falls squarely within the CPT paradigm, specifically
targeting what the literature defines as “Language Expansion” and “Domain
Adaptation”. This framing positions our effort not as the creation of a final, task-
specific model, but as general fine-tuning of a foundational model for Hungarian,
which can subsequently be adapted for downstream tasks. A primary obstacle
in any continual learning scenario is catastrophic forgetting, where a model’s
performance on previously learned tasks or languages degrades significantly as
it learns new information (Ke et al., 2023). A simple yet effective strategy to
mitigate this is data replay, which involves mixing data from the original train-
ing distribution with the new data. Our multilingual data composition, which
retains a significant portion of English and German text, is a direct application
of this principle. Other alternatives include careful train scheduling, intense reg-
ularizations, or the analysis of task-vector shifts. We refrain from these methods
in favor of data replay, as it directly controls our training objective and does
not require extensive experimentation (Li and Lee, 2024). Previous Hungarian
language adaptation work also applied this approach successfully (Szentmihalyi
et al., 2024; Csaki et al., 2024; Yang et al., 2025d).

2.2 Parameter-Efficient Methods for Continual Pretraining

The computational burden of updating the billions of parameters in an LLM
has led to the development of Parameter-Efficient Fine-Tuning (PEFT) meth-
ods. These techniques aim to adapt models by training only a small fraction
2 https://huggingface.co/elte-nlp/Racka-4B
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of their total parameters, drastically reducing memory and compute require-
ments. Among the most widely adopted PEFT methods is Low-Rank Adapta-
tion (LoRA; Hu et al., 2021). LoRA operates on the hypothesis that the change
in model weights during adaptation has a low intrinsic rank. This aligns well
with our aim to train on limited-memory GPUs with low throughput internode
connections. By keeping the base model frozen, it is shown to inherently aid in
overcoming catastrophic forgetting of the base model’s knowledge thus making
it ideal for CPT (Li and Lee, 2024).

2.3 The Landscape of Hungarian Language Models

The development of Racka builds upon a growing body of work dedicated to cre-
ating capable language models for Hungarian. These efforts span both academic
and industrial research and provide essential context for our contributions.

— NYTK Models: The Hungarian Research Centre for Linguistics (NYTK)
has been a key contributor, developing a series of models within the “Puli”
family. These include models in the range of 7-8B parameters, both mono-
lingual and continually pretrained. Latest models include instruction-tuned
and multilingual (English, Chinese) models (Yang et al., 2023, 2025d,c).

— OTP Bank Models: A major government-supported initiative, lead by
OTP Bank, demonstrated the feasibility of developing high-performance
models for Hungarian at a large scale (Szentmihalyi et al., 2024). The re-
sulting models were trained on an extensive dataset on custom SambaNova
hardware. Unfortunately, these models are not available to the public.

— International Initiatives: The ecosystem also includes models adapted
from multilingual open-source foundations. Sambalingo-Hungarian-Base, for
instance, adapted a Llama-2 7B model by training on 59 billion tokens from
the Hungarian portion of the Cultura-X dataset (Csaki et al., 2024). Sim-
ilarly, projects like OpenEuroLLM have fine-tuned models like Gemma for
improved Hungarian performance. Other European initiatives such as Eu-
roLLM and Salamandra include Hungarian in their supported languages.
(OpenEuroLLM, 2025; Martins et al., 2025; Gonzalez-Agirre et al., 2025)

This existing landscape highlights a clear and valuable niche for the Racka
project. While previous efforts have focused on larger models (OTP-13B), mono-
lingual training (PULI-GPT-3SX), multilingual training (PULI-GPTrio) or adap-
tation on smaller datasets (Sambalingo), Racka’s contribution is its unique com-
bination of a lightweight (4B) backbone, continual pretraining on an exception-
ally large multilingual corpus (160B tokens), and a resource-efficient method-
ology explicitly designed for and validated on publicly accessible national HPC
infrastructure. One key insight that can be accrued from the papers above is that
for smaller languages, continual pretraining of already capable models results in
better performing LLMs than training new models from scratch.
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3 Training Data Curation

3.1 Corpus Design and Composition

The foundation of any successful language model is the quality and scale of its
training data. For Racka, we curated a comprehensive multilingual corpus to-
taling approximately 160 billion subword tokens with a dataset size of 639 GB.
The composition of this corpus was a strategic design choice aimed at achiev-
ing robust language adaptation for Hungarian while simultaneously mitigating
the effects of catastrophic forgetting on the backbone model’s existing capabil-
ities. The final data mixture, detailed in Table 1, allocates the majority of the
data to our target language, Hungarian, while retaining substantial portions of
high-quality English, German, and source code data. The code component was
included to maintain the model’s strong reasoning and structured-text process-
ing abilities, which are known to be beneficial for a wide range of downstream
analytical tasks (Ma et al., 2024).

Table 1. Composition of the Racka Pretraining Corpus after subset weighting
and tokenization of the Hungarian-adapted tokenizer.

Language BPE Tokens (Billions) Ratio Documents (Millions)

Hungarian ~T0 44% 70.56
English ~38 24% 26.12
German ~34 21% 24.06
Code ~18 11% 10.17
Total ~160 100% 130.91

3.2 Data Sources

The corpus was assembled from a combination of large-scale web crawls and
high-quality curated datasets to ensure both breadth and quality. The primary
source for web data across all languages was the Common Crawl repository,
with all data sourced from crawls conducted prior to our cutoff date of October
2024 (Common Crawl, 2025).

For English, we sample approximately 38B tokens sourced from non-web text-
based subsets of The Pile (Gao et al., 2020), and the heavily filtered FineWeb
corpus (Penedo et al., 2024). We sample approximately 34B tokens of German
text from the similarly pre-filtered occiglot-fineweb (Occiglot Project, 2024) and
18B tokens of code from The Stackv2 (Lozhkov et al., 2024), slightly oversam-
pling structured text formats and markups to better represent them compared
to code files. 7T0B Hungarian tokens were collected from various sources including
Common Crawl, academic repositories, court rulings, movie subtitles, Wikipedia
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and digital news articles. Following Nemeskey (2020), the web and news subcor-
pora were heavily filtered and deduplicated on both the URL and document-level.
Paragraphs that appeared frequently across the respective subcorpora were also
discarded. The aggregated per-language corpus sizes are reported in Table 1; the
composition of the Hungarian corpus is detailed in Appendix B. Note that the
fertility of our adapted tokenizer is smaller for Hungarian, thus we produce less
tokens in Hungarian compared to the other subsets.

In case of Hungarian web data, we apply standard boilerplate filtering and
a strict paragraph-level 13-gram (whitespace token) deduplication resulting in
our final dataset size. To ensure that the prevalence of scarce but high quality
data is higher in the training dataset, we oversample the news subset (weight
2.0), the Wikipedia subset (weight 3.0), Hungarian subtitles (weight 2.0) and
academic repositories (weight 1.5). We drop those documents that are less than
500 characters long but do not apply other length-based filtering.

For measuring training efficiency we hold out 10-10 thousand element val-
idation and test sets of independent documents. Both sets are sampled in a
language-stratified manner.

4 Methodology

4.1 Backbone Model Architecture

The foundation for our work is the Qwen3-4B model, an open-source transformer-
based LLM developed by Alibaba Cloud accessed through Hugging Face?. We
selected this model as our backbone due to its strong baseline performance,
favorable open-source license (Apache 2.0), and an architecture well-suited for
our objectives. The Qwen3-4B model features 4 billion total parameters (3.6
billion non-embedding) distributed across 36 transformer layers (Yang et al.,
2025a).

Key architectural specifications include the use of Grouped Query Atten-
tion (GQA) for efficient inference, the SwiGLU activation function for improved
performance, and RMSNorm for stable training (Yang et al., 2025a). The model
supports a native context length of 32,768 tokens, making it capable of processing
long documents without truncation, which could be extended via interpolation
of the positional encoding (Su et al., 2024). We specifically chose the reasoning
and instruction-tuned variant of the model, hoping that its inherent capabilities
would provide a stronger starting point and ultimately benefit in downstream
performance after our continual pretraining phase. To our knowledge, this makes
Racka the first reasoning model to be adapted to Hungarian.

4.2 Tokenizer Adaptation for Hungarian

A key hypothesis of our work is that the default tokenizer of a multilingual model
is suboptimal for a morphologically rich, agglutinative language like Hungarian.

3 https://huggingface.co/Qwen/Qwen3-4B
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Such tokenizers, trained on a distribution dominated by English, tend to frag-
ment Hungarian words into numerous, less meaningful subword units, leading
to longer sequence lengths, increased computational cost, and potentially poorer
model performance (Csaki et al., 2023). Several previous models have also ex-
perimented with tokenizer adaptation. To address this issue, we developed a
new, adapted tokenizer for Racka, slightly modifying previously used adaptation
algorithms. The process involved several steps:

1. We first trained a new Byte-Pair Encoding (BPE) tokenizer from scratch,
using only a small portion of our Hungarian training corpus. This produced
a vocabulary optimized for the statistical properties of Hungarian.

2. We then merged this new Hungarian-specific vocabulary with the original
vocabulary of the Qwen3 tokenizer. Rare, typically non-latin character-based
multi-byte tokens were removed, and novel tokens were inserted resulting
in an adapted vocabulary that retained all of the original latin alphabet
tokens while adding 32 000 new, Hungarian-optimized tokens learned from
the Hungarian-only tokenizer. See Appendix A for details.

3. The model’s architecture was updated to accommodate this change: the to-
ken embedding matrix and the language-model head (the final output layer)
were altered to match the new tokenizer. To provide a strong initializa-
tion for the newly added tokens in the embedding matrix, we employed
the VIPI (Vocabulary Initialization with Partial Inheritance) vocabulary-
transfer technique (Mosin et al., 2023). For each new token, we used the
original tokenizer to break it down into its constituent subwords. The new
token’s initial embedding vector was then calculated as the average of the em-
bedding vectors of these constituent subwords from the original, pretrained
embedding matrix. This approach provides a semantically meaningful start-
ing point for the new tokens, facilitating faster convergence during training.

4.3 Packed Continual Pretraining with LoRA

To enable parameter-efficient continual pretraining, we employed Low-Rank Adap-
tation (LoRA). LoRA modules were inserted into all linear layers of the Qwen3-
4B backbone. The weights of the base model were frozen throughout the training.
The embedding and language modeling head layers are tied as in Qwen3-4B.
Our choice of LoRA hyperparameters was guided by recent best practices
and empirical validation. Specifically, we set the LoRA rank (r) to 64 and the
scaling factor («) to 128, following the heuristic of setting o to approximately
twice the rank to ensure sufficient adaptation capacity. A dropout of 0.1 was
applied to the LoRA adapters to improve generalization. With this setup we
train 0.52B parameters accounting for 12.5% of the base model size. We used
separate learning rates for LoRA and non-LoRA parameters: 1 x 10~% for LoRA
and 5 x 107 for non-LoRA parameters, both with a weight decay of 0.005.
Optimization was performed using AdamW. The learning rate schedule included
a linear warmup phase covering 1% of total training steps, followed by linear
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decay to zero which is shown to be beneficial (Bergsma et al., 2025). We did not
employ a specialized tokenizer healing phase.

To maximize training efficiency, we used input sequence packing (Ding et al.,
2024), merging shorter sequences into a single context window of up to 4096 to-
kens. Both the beginning-of-sequence and end-of-sequence delimiters were set to
<|endoftext|>, as defined by the Qwen tokenizer. Packing was performed using
a linear scaling algorithm prior to training. For computational efficiency, we used
a standard full causal attention mask (as in (DeepSeek-Al, 2025)), rather than
a multi-segment lower-triangular mask (Hugging Face, 2024), which would oth-
erwise require quadratic memory to store the mask itself, as well as the inability
to use high-speed attention kernels.

4.4 Training Infrastructure and Parallelization Strategy

Training was implemented in Python 3.12 using PyTorch 2.7.1 and CUDA 12.6,
with the SDPA backend for efficient attention computation on NVIDIA A100
GPUs. All experiments were conducted using the HuggingFace Transformers
library version 4.52.3, Accelerate 1.7.0, and PEFT 0.15.2.

Training was performed on the Komondor HPC cluster, Hungary’s national
supercomputing facility at the University of Debrecen (Digital Government De-
velopment and Project Management Ltd. (DKF), 2025). We utilized the GPU-
accelerated partition, comprising nodes equipped with 4xNVIDIA A100 GPUs
(40 GB) and 64-core AMD EPYC 7763 CPUs, interconnected via HPE Slingshot.

Given the 4B parameter size of our model, which fits within the 40 GB
memory of a single A100 GPU using gradient checkpointing, we empirically
compared Fully Sharded Data Parallel (FSDP) and Distributed Data Parallel
(DDP) strategies. While FSDP reduces per-GPU memory usage by sharding
model states, it incurs frequent, latency-sensitive all-gather operations, which
proved to be a bottleneck on Komondor’s interconnect. In contrast, DDP repli-
cates the model on each GPU and synchronizes gradients via a single, bulk
all-reduce after each backward pass, resulting in less frequent communication.

We conducted performance measurements on a distributed setup consisting
of two nodes, each equipped with four GPUs. In DDP configuration, the train-
ing throughput reached 2.9-3.0 seconds per iteration. In contrast, FSDP con-
figuration delivered substantially lower performance, reaching 5.0-5.1 seconds
per iteration. Mixed-precision training with the standard FSDP implementation
is not possible, training with full precision resulted in OOM for our minimal
training context length of 4k tokens. As DDP yielded superior scaling and GPU
utilization, we adopted it for all experiments as a hardware-aware choice for
parallelization on the available infrastructure.

Training was performed on 64 A100 GPUs (16 nodes) with a per-device batch
size of 2 throughout 287 hours resulting in a total GPU time of 2.1 years. During
training we experienced 1 unexpected (hardware failure) and 2 scheduled stops
which resulted in no significant loss of compute with checkpoints in place. The
estimated carbon emission for the training is 1290 kg CO4 eq. which is a below
average emission due to the environmentally friendly design of the HPC utilized.
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Table 2. Tokenizer performance on the validation set: Subword fertility (lower
is better) and relative change from Qwen3-4B.

Language Qwen3-4B Racka-4B Change (%)

Hungarian 3.1269 1.6584 -46.96
English 1.5705 1.9387 23.44
German 2.0502 2.3090 12.62

4.5 Evaluation Protocol

We assess the model from two perspectives: intrinsic language modeling capa-
bilities and downstream Hungarian benchmark performance.

Intrinsic Evaluation: We use perplexity (PPL) as our primary intrinsic
metric. Perplexity measures the model’s uncertainty in predicting the next to-
ken in a sequence; a lower perplexity score indicates a better fit to the data
distribution (Jelinek et al., 2005). We calculated perplexity on the held-out vali-
dation set containing a mix of Hungarian, English, German and code to monitor
learning progress and assess for catastrophic forgetting.

LM-Eval-Harness benchmark: To measure the model’s practical utility
without task-specific training, we conducted few-shot evaluations on a selec-
tion of Hungarian language understanding tasks (Gao et al., 2024). For this we
utilized the LM-Eval-Harness with Hungarian translated benchmarks. We used
the already implemented benchmarks ARC_HU, MMLU HU, Hellaswag HU
and TruthfulQA HU from LM-Eval-Harness, which is the work of (Lai et al.,
2023). Additionally, we manually added the Hungarian translated version of
GSMS8K (Cobbe et al., 2021), which is a mathematical reasoning dataset and
was transletd by (Thellmann et al., 2024), to check the model reasoning capa-
bilities on mathemical problems. We ran all benchmarks separately, using the
default config parameters with and without chat templates as defined in the
original LM-Eval-Harness repository*. Table 3 shows our results.

HULU Benchmark The HULU benchmark offers a comprehensive set of
supervised tasks covering a wide range of linguistic tasks, including acceptability,
causal reasoning, sentiment classification, pronoun resolution, factual commit-
ment, and reading comprehension. For the evaluation, we separately fine-tuned
our model on each HULU subtask using a custom fork of the official benchmark-
ing script®. Both full and LoRA mode finetuning was performed with the follow-
ing key parameters: lora_rank = 64, lora_alpha = 128, lora_dropout = 0.1,
and batch _size = 2. We report the best mode as detailed in Appendix D.

OpenHuEval benchmark To further evaluate the ability of the model
to perform Hungarian reading comprehension and generation tasks, we con-
ducted fine-tuned downstream evaluations using the OPENHUEVAL benchmark
suite (Yang et al., 2025b). This collection focuses on cloze-style question an-

4 https://github.com/EleutherAI/lm-evaluation-harness
5 https://github.com/nytud/HulLU
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Table 3. Results on the HULU, OpenHuEval and LM-Eval-Harness benchmarks.
HULU results are measured on the publicly available validation set as an average
of multiple runs taking the better option from the LoRA and full finetuned
models. In case of Qwen and Racka models we patch the original OpenHuEval
implementation to be compatible with these models. For details see Appendix C.
LM-Eval-Harness was evaluated with and without chat templates and the best
overall result is kept (with chat template for Racka and without it for the other
models). The best result per benchmark is highlighted with bold.

HULU benchmark

Datasct Qwen3-4B Racka-4B Qwen3-4B-Base PULI-LlumiX-Llama-3.1 8B
ACC  MCC  F1 | ACC__MCC  F1 | ACC__MCC _ F1 | ACC _ MCC F1
HuCOLA 0.811 0.348 0.784 0.862 0.566 0.856 0.825 0.404 0.803 | 0.899 0.692 0.897
HuCOPA 0.559 0.118 0.558 0.799 0.600 0.799 0.585 0.171 0.584 | 0.936 0.872 0.936
HuSST 0752 0502 0743 | 0.760 0514 0751 | 0.754 0508 0751 | 0.780  0.560 0.770
HuRTE 0.908 0.814 0.908 0.879 0.755 0.879 0.887 0.772 0.887 0.898 0.794 0.898
HuWNLI 0.503 —0.098 0.386 0.567 0.103  0.455 | 0.537 —0.060 0.407 0.38 —0.282 0.367
HuCommi 0.738  0.608  0.732 | 0.639 0474 0637 | 0629 0473 0611 | 0485 0274 0.459
Overall Performance (HULU) 0.711 0.382 0.685 0.751 0.502 0.730 | 0.702 0.378 0.673 0.729 0.485 0.721
OpenHuEval benchmark
HuWildBench (WBScore) 5717 52.59 [
HuSimpleQA (Acc) 10.05 5.91 20.03
HuProverbRea (Acc OE) 61.94 41.15 75.86
HuProverbRea (Acc 20Q) 77.53 0 77.36
HuMatchingFIB (B Acc) 38.93 42.3 33.54
HuMatchingFIB (Q Acc) 468 5.58 3.96
HuStandardFIB (B Acc) 18.98 0 29.16
HuStandardFIB (Q Acc) 2.15 0 2.15
Overall Performance (OpenHuEval) 33.93 1844 3247
LM-Eval-Harness benchmark
Arc_hu (Acc) 0320 0315 0379 0.386
Arc:hu (Acc_norm) 0.384 0.410 0.417 0.432
Hellaswag_hu (Acc) 0.337 0.366 0.361 0.424
Hellaswag_hu (Acc_norm) 0.410 0.451 0456 0.561
MMLUih:\ (Acc) 0.543 0.538 0.597 0.531
Truthful QA _hu_mcl (Acc) 0318 0.364 0328 0.304
TruthfulQA_hu_me2 (Acc) 0.510 0.549 0.505 0.488
GSMB8K _ hu (Strict-match) 0.633 0.530 0.640 0.476
GSMSK _hu (Flexible extract) 0629 0533 0.642 0479
Overall Performance (LM-Eval-Harness) 0.453 0.454 0.481 0.455

swering and comprehension tasks designed to capture various aspects of contex-
tual understanding, reasoning, and lexical inference in Hungarian. OpenHuEval
comprises five datasets: HuWildBench (real Hungarian user queries), HuSim-
pleQA (fact-based Hungarian questions), HuProverbRea (reasoning with Hun-
garian proverbs), HuMatchingFIB (option-based fill-in-the-blank), and HuStan-
dardFIB (free-form fill-in-the-blank). The evaluation was made using the original
repository of the benchmark®.

5 Results and Analysis

To measure the performance of our methodology, in this section we analyze
both the tokenizer and the Hungarian performance of Racka-4B. Benchmarks
include tasks related to base language use, natural language inference, logic and
Hungarian-specific knowledge. We compare our model to the original Qwen3-
4B model, the vanilla Qwen3-4B-Base language model and a state-of-the-art
Hungarian model, Puli-LlumiX-Llama-3.1 8B. The OTP models are not openly
available, benchmarking them is not currently possible. Extending the bench-
marks with international models, which according to our experiences tend to
perform lower than models trained in Hungary, is matter of future works.

5 https://github.com/opendatalab/OpenHuEval
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5.1 Tokenizer Performance

The primary goal of our tokenizer adaptation was to improve the encoding effi-
ciency for Hungarian without degrading performance on the high-resource lan-
guages present in the base model. We evaluated this using subword fertility,
which is the average number of tokens required to represent a single whitespace
delimited word (Acs et al., 2021).

The results measured on the validation documents, presented in Table 2, con-
firm the success of our adaptation strategy. For Hungarian, the Racka tokenizer
demonstrates a substantial improvement over the original Qwen3 tokenizer. Sub-
word fertility was reduced by over 46%, from 3.13 down to 1.66. This means that,
on average, the same Hungarian text can be represented with almost half of the
original Qwen tokens, leading to direct, in most cases linear improvements in
inference efficiency and latency. Crucially, this improvement in Hungarian was
achieved with only modest trade-offs for other languages: fertility increased by
less than 13% for German and 24% for English. This indicates that our vocabu-
lary extension successfully preserved the efficiency for high-resource languages.

5.2 Continual Pretraining Results

Following the successful tokenizer adaptation, we successfully conducted the con-
tinual pretraining phase on the full 160B token dataset. The training ran for
326 357 steps on 64 GPUs in parallel, with a per-device batch size of 2 and gra-
dient accumulation set to 4, resulting in an effective logical batch size of 512
sequences with a context length of 4096 for each model update. The training
loss curve is depicted in Appendix E. We see that even though the training loss
begins to flatten after 50 000 steps, the validation perplexity continues to steadily
decrease to a final value of 6.99, indicating that overfitting is not reached.

The HuLU benchmark paints a positive picture (see the top section of Ta-
ble 3) with a top overall performance. Racka seems to be behind the base
model(s) on HuRTE and HuCommitmentBank, but outperforms them on the
other four tasks. On HuWNLI and HuCommitmentBank, it even surpasses the
current state-of-the-art 8B Puli model and achieves the best result out of all
tested models on the former”.

The middle section of Table 3 presents the results of evaluating Racka on
OpenHuEval. We also denote that larger (7-8 B) models in the original Open-
HuEval Yang et al. (2025b) paper have an overall score of 28.77 (LLama-3.1 8B)
and 25.64 (Qwen2.5-instruct 7B). The results show that Racka delivers compet-
itive performance relative to models twice its size and to the corresponding base
models with a higher overall score. Racka performs well in tasks that rely on
interpretation and reasoning and a lower score on infilling and QA tasks.

Finally, we evaluate Racka on tasks from the LM-Eval-Harness Hungarian
benchmark. The results are presented at the bottom of Table 3. On this bench-
mark the overall performance of Racka is on par with the original Qwen3-4B and

7 All numbers are measured on the validation set.
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the larger Puli model, with Qwen3-4B-Base leading the benchmarks. The results
indicate that Racka exhibits reduced mathematical reasoning capabilities com-
pared to the base model, but demonstrates improved performance on question-
answering tasks. Notably, Racka outperforms PULI on Truthful QA, contrasting
with its lower performance on HuSimpleQA. We attribute this discrepancy to
the broader, less culture-specific nature of Truthful QA questions, and the lim-
itations of Racka’s culture-specific fact memorization capacity compared to a
model twice its size.

6 Conclusion and Future Directions

This work introduced Racka-4B, a resource-efficient, continually pretrained lan-
guage model for Hungarian, using a practical methodology specifically designed
for deployment on the national Komondor HPC infrastructure. Through targeted
tokenizer adaptation by expanding and initializing the vocabulary to better cap-
ture Hungarian specific vocabulary elements, we achieved a substantial reduction
in subword fertility, improving both computational efficiency and the represen-
tational capacity of the model. The construction of a 160B-token multilingual
corpus, with a carefully balanced data mixture, further enabled robust language
adaptation while reducing catastrophic forgetting of high-resource languages.

The evaluation results confirm the effectiveness of our tokenizer adaptation
and training strategy. With the generation speed improvements outlined above,
the overall performance of Racka-4B is slightly higher than the base Qwen3-4B
models, in some cases topping 8B models such as the latest Puli.

Future work includes systematic hyperparameter optimization, extended bench-
marking and supervised fine-tuning for downstream applications as well as prefer-
ence tuning. We openly publish our model and tokenizer, to support community-
driven research and the advancement of digital sovereignty of Hungary.
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Appendix

A Tokenizer Adaptation Algorithm

Algorithm 1 Extended Tokenizer Construction for Hungarian Adaptation

Require: Original vocabulary V with size m; Hungarian corpus C; target increment
n = 32,000; target size m* =m +n

Ensure: Extended vocabulary Vet of size m*

1: Train a BPE tokenizer of size m* on C to obtain the ordered vocabulary V' =

(p07p1’ R 7pm*71)~

Let k be the index of the n-th token pj in V' such that py ¢ V.

if k=m* —1 then
return V'

else
V" <+ all tokens in V not in V'[: k + 1], ordered by V’s original merge order
return V'[: k + 1] concatenated with V"

end if
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B Composition of the Hungarian Corpus

The table below shows the composition of the Hungarian corpus with the corre-
sponding number of documents and BPE tokens. For Common Crawl and News,
the numbers shown are after filtering and deduplication. The former represent
about 30% of the pre-filtered data.

The Repositories dataset contains books and electronic journals (academic
and otherwise) from the following sources:

EPA The Elektronikus Periodika Adatbazis® (Database of Electronic Periodi-
cals)

MEK Magyar Elektronikus Kényvtar? (Hungarian Electronic Library)

OAT Open Archives Initiative repositories

0OJS Open Journal System repositories

Dataset Subset Documents (thousands) Tokens (millions) Percentage
.hu 52775.31 40621.05
.TO 552.19 397.70
Common Crawl ek 446,77 994,60 72.711%
.com 2984.91 2641.13
EPA 300.79 2672.38
o . Books 32.83 1338.89
Repositories 0JS 97.70 96.36 19.48%
OAI 349.40 7649.32
News 5938.79 2723.87 4.5%
Court 198.30 1110.30
HuParl 1.71 140.56 339
OpenSubtitles 88.52 508.85 o
Wikipedia 158.46 232.16
Sum 63 855.67 60357.18 100%

8 https://epa.oszk.hu/
9 https://www.mek.oszk.hu/hu/
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C Fixing OpenHuEval for Qwen3-like Models

We have encountered several difficulties running OpenHuEval. The prompts and
configurations contain minor mistakes and reasoning models, such as Qwen3,
are not always evaluated correctly. Some of these problems are rooted in the
OpenCompass framework itself. The most glaring issue was the omission of the
OpenHuEval example scripts assumed to be present by the documentation. This
was remedied by the authors after we brought it to their attention.

We have also found that the OpenHuEval tasks handled the reasoning output
of models inconsistently. Some, such as HuMatchingFIB, detected the presence
of the reasoning tokens and removed them before evaluation; some, such as
HuSimpleQA, did not. In many cases, the presence of reasoning traces resulted
in a parsing error or the model running out of the allotted context. By default, we
wanted to disable reasoning in these benchmarks as small reasoning models are
prone to getting stuck in thinking loops when running them with temperature 0,
which is needed for reproducibility. This behavior is also outlined in the Qwen3
documentation.

Due to time constraints, we decided to fix these issues locally, with as little
change as possible in the OpenCompass codebase: we modified the chat template
to respect the enable_thinking tokenizer argument in the model configuration
and disabled reasoning for the affected tasks. We made sure to leave the bench-
mark’s datasets unchanged. The only exception was the HuWildBench task,
which posed additional challenges that had to be addressed.

1. Remove artifacts present in the Hungarian prompts only. The HuWild-
Bench prompt is a user prompt that is segmented into three logical units. An
instruction, a question and a description. These are not delimited explicitly
in the English or Chinese prompts (also provided as part of the HuWildBench
dataset), however the Hungarian prompt contains the following phrases as
separators attached to the end of the previous field directly without even a
whitespace: “a kérdés az: 7, “a leiras: 7, “a valasz: ” for the question, descrip-
tion and the indication of the answer starting point respectively. We believe
that these unclear separators put directly as part of the last word erode the
performance of language models, especially smaller ones. Thus we modify
the prompts to keep the separators but we add two empty lines between the
last character of the previous unit and the separator. We also improve the
capitalization and fluency of these phrases while removing the answer start
indicator as we will use the chat prompt template to denote assistant turns.
This results in the following separators: “\n\nA kérdés: ”, “\n\nA leiras: .

2. Use the proper prompt template. The Qwen3 and Racka models use a
chat prompt template with system, user and assistant message frames and
are trained to follow instructions in this format. Thus, we attempted to ap-
ply the default chat template of these models in OpenCompass which setting
was not respected. We opted to modify the implementation to include chat
templates in HuWildBench. As Qwen3 and derivative models also need a sys-
tem prompt we add a modification of the industry default “You are a helpful
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assistant.” adding the language constraint as “You are a helpful Hungarian
assistant.”. For the non-instruct Qwen3-4B-Base and PULI-LlumiX-Llama-
3.1 (the latter we tested with the standard Llama-3.1 chat template which
yielded slightly wores results) models we add the answer trigger prompt as
“\n\nA valasz: ” and do not use any special prompt template.

3. Increasing model generation control. As mentioned above, we make
sure that the tokenizer settings are respected to avoid generating reasoning
traces. We also enforce repetition penalty and frequency penalty using the
definitions of vLLM Kwon et al. (2023), which are both set to 0.3 in the case
of all Qwen and Racka models to avoid repetitive text generation.

4. Fixing judge model errors. HuWildBench is one of the tasks where the
original implementation fails to remove (often English) reasoning traces from
the judge model prompt. We reimplement this behavior correctly to align
with the original intent present in the benchmark configuration. We also find
that the judge model rarely follows the JSON schema defined in its prompts.
In some cases this results in the OpenCompass implementation missing the
judge score. We use a simple regex pattern to find the last “score:” in the
ill-formed judge outputs and extract the first integer that follows it as a
score. This method is able to correctly handle 99.91% of the failed judge
prompts. When no “score:” segment is present in the judge output use a
default score of 1. We enforce the usage of the single model scoring prompt
to make sure OpenCompass does not automatically switch to the pairwise
evaluation where a parent/base model is present.

While HuWildBench was the only subset where these errors fully prevented
the original implementation from working, we believe that future work should re-
visit the prompts and implementation of OpenHuEval to ensure language quality
and compatibility with chat and reasoning language models.
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D HULU Downstream Training Details

We average results over multiple trainings to control for random factors during
downstream training. The model is trained with early stopping for 10 fine tuning
rounds on HuCOPA, HuWNLI and HuCommitmentBank and 5 trainings on the
other subsets.

We also perform both LoRA and full fine-tuning and report the superior
method in Table 3. Here we detail the best method for each model and benchmark
subset in Table 4.

Table 4. Details on which fine-tuning method is superior for each model-task
combination.

HULU subset Qwen3-4B|Racka-4B |Qwen3-4B-Base|Puli-LlumiX-Llama-3.1 8B
HuCOLA LoRA LoRA LoRA LoRA
HuCOPA LoRA Full LoRA LoRA
HuSST LoRA LoRA LoRA LoRA
HuRTE LoRA LoRA LoRA LoRA
HuWNLI Full Full Full LoRA
HuCommitmentBank Full Full Full LoRA
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E Loss Curves

Fig.1 Average training Categorical-Crossentropy loss logged every 200 steps
(top) and validation perplexity measured every 12 000 steps on a language-
stratified held out set of documents (bottom).
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Nagy nyelvmodell beszélni magyar?

Novak Attila, Novak Borbala

Pazméany Péter Katolikus Egyetem, Informéciés Technologiai és Bionikai Kar
Budapest, Prater u. 50/a.
{vezetéknév keresztnév}Qitk.ppke.hu

Kivonat Az érzékeny személyes adatok jelenléte szdmos domain eseté-
ben megakadalyozza a szévegek nyilvdnossagra hozatalat, és megnehe-
ziti a hozzaférést a benniik szerepls Osszefliggések vizsgalatara iranyulo
kutatasok szamara. Kutatasunkban nyilt silyt és zart ipari nagy nyel-
vi modelleknek az emlitett probléma kezelésére hivatott magyar nyel-
vii pszeudonimizalasi feladathoz kapcsol6dd részképességeit vizsgaltuk.
A névelemek adott kontextusban valé nyelvileg helyes helyettesitésére
valo képesség felmérésére kialakitott kompetenciatesztiinkben a model-
lek egyértelmiisité minikontextusokban valé névhelyettesitési képessége-
it mértiik fel. A zart és nem desztilldlt modellek jobban teljesitettek,
de ezeknél is voltak meglepd hidnyossédgok. A nyilt sulyt modellek tel-
jesitménye pedig kifejezetten gyengének bizonyult. Emellett a modellek
magyar helyismeretét is teszteltiik: képesek-e konzisztensen kezelni a ci-
meket.

Kulcsszavak: morfologiai benchmark, pszeudonimizalas, nagy
nyelvi modellek

1. Bevezetés

A ChatGPT 2022-es megjelenésével komoly paradigmavaltis kovetkezett be a
nyelvtechnolégiaban: alapvetGen emberi nyelven megfogalmazott instrukciok hasz-
nalataval probalunk ravenni generikus modelleket a feladatok megoldésara ahe-
lyett, hogy példak alapjan feladatspecifikus modelleket tanitanank be. A legers-
sebb modellek tizemeltetése nagyon eréforras-igényes, és csak szolgéaltatasként
érhetsk el. Bizonyos feladattipusoknal — és ezek kozé tartozik a jelen cikkben
bemutatott kutatast eredetileg motival6 személyesadat-maszkolési feladat is' —
problémat jelent azonban, hogy az adatok kezelésével megbizott adatgazda &al-
taldban nem fordulhat kiils§ szolgaltatohoz, hogy az a feladatot elvégezze, mert
ebben a felallasban nem garantalhato, hogy az adatok semmilyen formaban nem

! Jelen cikkben a terjedelmi korlatra valé tekintettel nem tériink ki a pszeudonimi-
zalas feladatanak részletes bemutatéasara. Roviden arrél van szo, hogy a szdvegben
minden nevet és személyes adatot konzisztensen maésikra kell cserélni agy, hogy a
szoveg hibatlan maradjon, az érzékeny adatokat azonban ne lehessen visszanyerni,
részletesebben 1.: Novak és Novak (2024).

39



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

szivarognak ki. Ilyen esetben tehat elsGsorban nyilt silyt modellek alkalmaza-
sa johet szoba, amelyek altalaban joval kisebb paraméterszamiak a nagy cégek
egyébként tobbnyire ismeretlen komplexitasi csiicsmodelljeinél.

Az elérhetd nyelvmodellek készségeinek felmérésére és Gsszehasonlitasara ren-
geteg kompetenciatesztet, .n. benchmarkot hoztak létre, és az tijonnan meg-
jelens modellvaltozatok teljesitményét rendszeresen mérik ezeken. Emellett az
emberi felhasznalok (pl. az LMArendban?) rendszeresen mért modellpreferencisi
alapjan szamitott rangsorok is fontos referenciapontokként szolgalnak a modell-
paletta folyamatos szélesedésével egyre nehezebben megvalaszolhatd kérdésben,
hogy melyik modellt valasszuk bizonyos feladatok megoldéaséara.

A modellek tudasat kvantifikalni hivatott szokasos kompetenciamérések tul-
nyomo tobbsége angol nyelven torténik, esetleg kinaiul, mert a fejlesztGk szamara
ezek a legfontosabb nyelvek. Ezek mellett még néhany mas nagy nyelven nyuj-
tott teljesitmény fontos lehet, igy még a nyilt stulyt modellek egy részénél is
hasznélnak az angoltdl vagy a kinaitol kiilonbozé nyelvii adatokat nemcsak a
modellek nyelvi el6tanitdsanal, hanem azoknak az elvart viselkedések és kom-
petenciék elérésére hivatott finomhangolasakor is, beleértve a kisebb modellval-
tozatok tudésdesztillacioval valo létrehozasanak folyamatat is. Az esetek nagy
részében szinte teljes a homély ugyanakkor azzal kapcsolatban, hogy az adott
modell vagy modellcsalad betanitdasa milyen adatokon és hogyan tortént. A Go-
ogle DeepMind t6bbnyelvi, nyilt sulya Gemma 3 modellcsaladja (Gemma Team
és mtsai, 2025) esetében példaul annyit tudunk, hogy az elGtanitas t6bb mint
140 nyelven, a finomhangolas pedig t6bb mint 35 nyelven tortént, de semmilyen
nyilvanos informacié nincs arrdl, hogy melyek ezek a nyelvek (az angolon kiviil).

Az angolra leggyakrabban hasznalt benchmarkok egy részéhez puszta gépi
forditassal (Thellmann és mtsai, 2024; Dac Lai és mtsai, 2023), vagy kifinomul-
tabb mdédon — részben gépi forditast kvetd manualis ellendrzéssel és javitéassal,
vagy eleve az adott nyelvi szévegeken replikalva a benchmarkra jellemzé adat-
annotécios folyamatot — késziilt szadmos maés nyelvre, kozottiik a magyarra is
adaptacio (Ligeti-Nagy és mtsai, 2023, 2025; Novak és mtsai, 2023). Ezek kii-
16nb6z8 szovegértési kompetencidkat, kovetkeztetési képességeket, Gsszefoglalo-
generalasi képességeket, grammatikalitdsi dontések meghozataldnak képességét,
altaldnos common sense tudast vagy szaktudast, illetve matematikai készségeket
mérnek.

Olyan jellegii kompetencidk mérésére, amelyek az angolban vagy a kinaiban
nem kiilonosebben érdekesek, ritkan all rendelkezésre megfelels kiértékels teszt-
halmaz. Ilyen példaul a minket érdekls névesere-készség mérése, amelynek fontos
OsszetevGje, hogy a modell az adott kontextusba helyezve helyesen elragozza, és
az alkalmazott nével§ vagy annak hidnya szempontjabol is megfelelGen adaptalni
tudja a behelyettesitett nevet vagy egyéb adatot. Ez a feladat az angol vagy a
kinai esetében nem jelent kihivast, ugyanakkor sok mas nyelv esetében, ahol az
esetleges jelz6k és a névelSk is szdmban, nemben és esetben egyeztetve vannak a
névszoi csoport fejével, még komplexebb is a feladat, mint a magyarban.

2 https://lmarena.ai/
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Hogy felmérjiik, a jelenleg elérhet6 nyelvmodelleknek legalabb egy toredéke
hogyan teljesit egy ilyen jellegli névhelyettesitési feladaton a magyarban, az itt
bemutatott kutatas keretében készitettliink egy magyar névhelyettesitési teszt-
halmazt. A fellelheté nagy nyelvi modellek koziil nemcsak szabadon elérhetd,
ezért akar helyben telepithets, hanem a nagy szolgaltatoknal iizemeld, csak ta-
volrol elérhets egyes modellek teljesitményét is megvizsgaltuk.

A pszeudonimizalasi feladatban a névcserék megfelel6 végrehajtasa mellett
fontos a cserejeloltek generaldsanak szinvonala is. Az egyik ilyen részfeladat a
helynevek és cimek cseréje. Ezért egyrészt a névhelyettesitési feladatban kiilon
figyelmet forditottunk a helyneveknél a megfelels helyragok hasznalatanak ellen-
Orzésére (pl. Budapesten ~ Gydrben), masrészt a modellek konzisztens magyar-
orszagi cimgenerélasi képességeit is megvizsgaltuk: ez két olyan részteriilet volt,
amelyek megoldatlan problémat jelentettek egy korabban bemutatott magyar
nyelvi pszeudonimizaloé prototipusrendszerben (Novak és Novak, 2024).

2. A névhelyettesitési feladat

2.1. Korpusz, szelekcid, osztalyozas, annotacio

A névcesere-tesztadatbazis létrehozasakor a kovetkezd modszert kovettik. Elsé
lépésként a Webcorpus 2.0 (Nemeskey, 2020) szovegeibdl kivalasztottuk azokat
a mondatokat, amelyekben szerepelt valamilyen névként, mennyiségként, datum-
ként vagy azonositoként azonosithato részstring, és ezeket annotaltattuk a Ner-
Kor+CARS névelem-annotalé modellel (Novak és Novak, 2022). Az annotélt
korpuszban szereplé nevekbdl gyakorisagi statisztikat készitettiink azonositva az
egyes nevek szoétari alakjat, a névelem-annotalé modell altal hozzajuk rendelt le-
hetséges névtipusokat, azok gyakorisagat, és a név fejének ragozott alakjait azok
gyakorisagaval és morfologiai elemzésével.

Az egyes neveket — amellett, hogy milyen tipust entitast jelolnek — a mor-
fologiai és helyesirasi jellemzsik szempontjabol is annotaltuk. A figyelembe vett
jellemz6k a kovetkezdk voltak:

— magéanhangzoéharmonia-tipus,

— a targyrag és az eszkozhatarozos eset ragjanak alakja (amit a szozaré mas-
salhangzo és a nyitotGség hataroz meg),

— a t6évégi maganhangzonyulas,

— hogy kotgjellel kapcsolodnak-e hozza a toldalékok,

— a helynévként funkcional6 nevek esetében az, hogy az iranyharmasségot ki-
fejezs ragesoportok koziil melyiknek a hasznalata jellemz6 az adott név ese-
tében.

A neveket csokkend gyakorisagi sorrendben dolgoztuk fel, és azokat a neveket
tartottuk meg, amelyek

— legalabb szazszor szerepeltek a korpuszban, és legaldbb harombettisek,
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— legalabb tiz kiilonbozd ragozott alakjuk eléfordult a korpuszban, és az em-
Morph (Novak és mtsai, 2016) a korpuszbol kivalasztott, kézzel ellen6rzott
nevekkel kib&vitett valtozata elfogadta &ket, és

— nem utalt jel massziv ingadozo viselkedésre (pl. a maganhangzo-harmonia
vagy bizonyos toldalékok kapcsolasanak szempontjabol).

A névelem-felismerd altal az adott névhez rendelt cimkék koziil elsd korben
a leggyakoribbat rendeltiik a névhez. Az azonositott névtipusok koziil az alab-
biakat tartottuk meg:

— autok (CAR),

— létesitmények (FAC) — épiilet, reptér, koztertilet, hid stb.,

— kozigazgatasi egységek nevei (GPE) — orszagok, tartomanyok, régiok, megyék
nevei, és a telepiilés- és telepiilésrész-nevek,

— egyéb helynevek (LOC) — foldrajzi nevek (viz, hegy, volgy, teriilet) és csilla-
gaszati objektumok nevei,

— sajto (MEDIA) — ujséag, téve, radio, portal,

— szervezetek (ORG) — cégek, zenekarok, csapatok, kozigazgatési, oktatési, ka-
tonai, pénziigyi szervezetek stb.,

— személynevek (PER) — keresztnevek, vezetéknevek, fiktiv személyek nevei,

— terméknevek (PROD) — elektronikai cikkek, szoftverek, jarmrivek, stb.,

— alkotasok cimei (WORK OF ART) — konyvek, filmek, zenék, sorozatok,
szindarabok, miialkotasok, stb.

Minden névelem- és ragozési tipusra maximum négy példat tartottunk meg
a korpuszbol. Ez volt a kiindul6 adatbazisunk, amelyet tovabb javitottunk, fino-
mitottunk és szdrtiink.

Az eredeti névelem-felismeré modell nem kiilonboztet meg a fenti kategori-
dkon beliil altipusokat. Hogy realisztikusan modellezziik a névcseréket, és ellen-
6rizhessiik a helynevekre jellemz6 helytoldalék- és névelShasznalat helyességét,
az egyes f6 kategoriak elemeit a fenti altipusokba soroltuk. Erre a Gemini 2.5
Flash modellt hasznaltuk, majd a kimenetet kézzel ellendriztiik. Az eredetileg
rossz f6kategoridba sorolt nevek besorolasat javitottuk, vagy a nevet kihagytuk.
Ugyancsak kihagytuk a fenti felsorolasban "stb."-vel jelolt heterogén entitashal-
mazokat jel6ls neveket.

Osztalyozni kellett a neveket aszerint is, hogy tipikusan hatarozott névelGvel
vagy anélkiil jelennek-e meg. Az altipusokon beliil altalaban egységes a viselke-
dés, de vannak kivételek, példaul az orszagneveknél (az USA, a Filop-szigetek,
a Vatikdin ~ Anglia, Hollandia), illetve a foldrajzi teriileti egységek neveinél (a
Hansdg, az Antarktisz ~ Gemenc, Azsia). Birtokos szerkezetekben az egyébként
nem névelGs nevek esetében is all(hat) hatarozott névels, ugyancsak jellemzs
beszélt nyelvi kontextusokban az egyébként névels nélkiil hasznélt személynevek
hatarozott névelGs hasznalata (a Feri). A szinte mindig hatarozott névelgvel 4llo
nevek is néveld nélkiil allnak szamos szerkezetben (FTC-Ujpest 2:2, a folyd neve:
Duna). A tesztanyagban ezeket a kivételes kontextusokat elkeriiltiik vagy egy-
értelmi kornyezetet teremtettiink (a birtokos szerkezeteknél), hogy megfelelGen
tesztelni tudjuk a modellek nével6hasznalattal kapcsolatos lexikai tudasat.
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Ezutan ellenériztiik a helynevekre jellemzd helytoldalék-besorolas helyessé-
gét. Els6 korben a korpuszgyakorisagi adatokbol indultunk ki, de ez sok esetben
nem adott helyes besorolast. Bizonyos névtipusoknél rendszeres tobbértelmtisé-
gek vannak a helyragok hasznalataval kapcsolatban (pl. a vizneveknél az ,ottlét”
jellegétol fligg6en mindharom helyviszonyrag-csoport hasznalatos: a Balatonban
fiirdink, a Balatonon vitorldzunk, és a Balatonndl/on nyaralunk.) Végiil a loka-
tiv raghasznalat ellendrzését csak azoknal a helynévtipusoknal tartottuk meg,
ahol teljesen egyértelmii preferencia van, és ez az inesszivusz (-bAn) és tarsai
(-bA, -bOl), illetve a szuperesszivusz (-On) és tarsai (-rA, -rOl) kozotti szem-
benallas mentén rendezdédik el. Ez a teljesen egyértelmd szembenéallas példaul a
kozigazgatasi egységek neveire, a féldrajzi nevek koziil a nagyobb teriiletek vagy
éléhelyek neveire, a hegy- és hegységnevekre, a bolygonevekre és asztrondmiai
ovezetek /rendszerek neveire jellemzs. A fenti osztalyozasoknal szintén a Gemini
2.5 Flashsel val6 elannotalas + alapos kézi ellenérzés volt az annotacié menete.

2.2. Névcsoportok és helyettesitési parok létrehozasa

A szavakat a fent leirt név-alkategoridkon beliil ragozasi osztélyokba soroltuk.
Ehhez a mér emlitett maganhangzoharmonia-tipust, a toldalékolasi tipust (ame-
lyet a targyrag és az eszkOzhatarozos eset ragjanak alakja, a t6végi maganhang-
zonyulas, és a ragok kotGjeles kapcesolésara vonatkozo informéacio egytittesen ha-
tarozott meg), és a (fent leirt helynévtipusoknal) a helyragosztalyt hasznaltuk.
A ragozasi tipusokat hét nagyobb osztalyba (t6végnyulasos, egyéb maganhang-
z6végl, kotGjelesen toldalékolt, digrafvégd -t ragos, digrafvégi -Vt ragos, egyéb
massalhangzovégi -t ragos, egyéb massalhangzovégi -Vt ragos), majd ezeket két
particiéba soroltuk gy, hogy az egymastol legjobban kiilonbo6z8 toldalékolasi
mintak keriiljenek a két particioba.

Ezek egyiitt (két maganhangzoharmonia-osztaly, két ragozéasi particio, két
helynévragozasi osztély) minden névtipuson belil 2 - 2 vagy a megfelels hely-
névtipusoknal 2 - 2 - 2 alosztalyt hataroztak meg. A tesztanyagban szerepls név-
helyettesitési parokat tgy hoztuk létre, hogy minden par két tagja a fenti 2-3
particié mindegyike szempontjabol ellenkezd csoportba tartozik.

A tesztszavaknal nem harmonikus toldalékokat (-€, -ék, -ként) csak komp-
lex toldalékszekvencidkban hagytunk meg. Mindezeknek az lett az eredménye,
hogy minden kivalasztott névpar mindkét tagja a tesztanyagban szereplé min-
den toldalékot garantaltan méas alakban vesz fel, igy a ragokat nem érinté puszta
stringcsere csak a teljesen ragozatlan alapalak esetében ad helyes eredményt.

Az anaforikus birtokos -€ végz6dést csak biztosan egyértelmi esetekben (ahol
mas toldalék megel6zi: pl. Péteremét) hagytuk meg, ahol nem téveszthets Gssze
a birtokos személyjellel (a Péterét alak énmagaban tobbértelmi).

2.3. A teszt-sz6vegkornyezetek létrehozasa

A modellek névhelyettesitési/ragozasi/helyesirasi képességeinek vizsgalatdhoz mini-
szovegkornyezeteket hoztunk létre, amelyekben a szbalak értelmezése egyértel-
mi. Ezt azért csinaltuk igy, hogy a modellek viselkedését az eredeti feladathoz
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hasonl6 kortilmények kozott, de egyértelmien kiértékelheté moédon vizsgalhas-
suk. Az elemi szévegkornyezeteket az eredeti korpuszban szerepld morfologiailag
elemzett és ellendrzotten hibatlan széalakokhoz hoztuk 1étre ugy, hogy az el6allo
elemi frazisban a kornyezet és a szoalak egyiittese egyértelmiien meghatarozza,
hogy milyen szoalakot kell behelyettesiteni. A helyragos alakok vizsgalatakor
kontrollként olyan kontextusok is szerepelnek, amelyekben az adott helyrag nem
lokativ vagy direkcionalis jelentést, hanem az ige oblikvuszi vonzata: eljdttink
Szenegdlbol ~ elege volt Szenegdlbol.

A modellek feladata az volt, hogy a szovegkornyezetben azt a szbéalakot hoz-
zak létre, ami a Webkorpusz 2.0-ban eredetileg szerepelt. Az egyes célszoalakok-
hoz tartozé elemi feladatokat tgy hoztuk létre, hogy a névtipus és a szbalakra
jellemz6 morfoszintaktikai cimkehalmaz fliggvényeként el6allo szévegkdrnyezetbe
behelyettesitettiik az adott névnek az el6z6 szakaszban leirt moédon kivalasztott
parjat a megfelelGen ragozott alakban. Ezt a ragozott alakot a név fejének lem-
méaja és a morfoszintaktikai cimkék alapjan az emMorphot morfologiai genera-
torként hasznélva allitottuk el6.

Az egyes névtipus + morfoszintaktikaicimke-halmaz parokhoz tartozo mini-
kontextusok elGallitasahoz szintén megprobaltuk a Geminit hasznalni, de sokat
kellett csiszolni a kimeneten, hogy viszonylag valtozatos, egyértelmi és a névels-
beillesztés szempontjabol is jol kezelhets szévegeket kapjunk.

Az elemi teszt-szévegkornyezetek generalasakor biztositani kellett a megfelels
névelShasznalatot is. Ehhez egyrészt a korabban elgallitott név-névels adatbazist
hasznaltuk, masrészt a birtokos szerkezeteknél regularis kifejezésekkel adaptaltuk
az elsallt szdvegeket.

Egy adott névhez maximum 20 mini-szévegkornyezetet generdltunk. A tesz-
telendd szoalakokat véletlenszertien mintavételeztiik a korpuszban talalt ragozott
alakok koziil, és véletlenszerti sorrendben adtuk vissza. Az esetek nagy részében
(mintegy 80%-4ban) a ragozatlan alak is bekeriilt a tesztalakok kozé.

Hogy a kiértékelést lehetgvé tegyiik, minden minikdrnyezethez generaltunk
egy egyedi azonositot, amely alapjan a modellek altal generélt outputban azono-
sitani tudtuk, hogy melyik feladat megoldasaként hozta létre az adott modell az
adott szovegrészletet (hacsak at nem irta az azonositot is — néha eléfordult ilyen).
A kontextusazonositd két részbdl allt, az elsd az adott lexikai elemet (nevet), a
méasodik a konkrét alakot azonositotta. Az azonositokra azért is sziikség volt,
mert a modellek idénként a kontextust is atirtak. Emellett a kontextusokhoz
hozzarendeltiik a névalak gyakorisagara és komplexitasara (hany toldalékmorfé-
mat tartalmaz) vonatkozo informéaciot is.

A folyamat illusztracioja a fiiggelék az 1-4 abrain lathato. Osszesen 896 név-
parhoz 14307 kontextus jott 1étre.

2.4. Vizsgalt modellek

Négy olyan ipari modellt vizsgaltunk meg, amelyek csak tavoli szolgaltatasként
elérhetéek: Gemini 2.5 Flash, Gemini 2.5 Flash-Lite, Grok 4 Fast, Grok 4.1.
Ezek mellett a kévetkezd nyilt sulyd modelleket teszteltiikk: Gemma 3 27B it,
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Llama-3.3-70B-it, Mistral-Small-3.1-24B, Qwen3-14B. A fentiek mellett szeret-
tiik volna legalabb egy magyarcentrikus modell teljesitményét is megvizsgélni.
Ezek kozil a chatPuli a legfrissebb modell, amelyet az NYTK &ltal lizemeltetett
online chatfeliileten lehet elérni.

Az emlitett ipari modellekrdl lényegében semmit sem lehet tudni. A nyilt sa-
lyt modellek paraméterszama értelemszertien a B el6tti szam. Az egyes modellek
altal maximalisan generalhato szoveg hossza 1K és 128K token kozotti (részle-
tesen 1. a 3. tablazatban a fiiggelékben). Ezek koziil a Gemma kimenetitoken-
limitje (8K) jelentett korlatozast abbol a szempontbdél, hogy a népesebb névelem-
osztalyokba tartozo neveket kisebb részadagokban kellett feldolgoztatni vele. A
chatPulié pedig annyira alacsony (kb. 1000 token), hogy egyszerre két név 20-
20 ragozott alakjat lehetett vele elGallittatni. Igy aztan a chatPuli tesztelésével
hamar felhagytunk, és joval kevesebb adatunk van roéla, mint a t6bbi modellrél.

A névbeillesztési feladat, amelyet a modelleknek adtunk, nem igényel kii-
16n6sebb kreativitast, igy az volt az intuicionk, hogy semmi értelme a mosta-
naban divatos toprengé modelleket hasznalni, igy a Gemini modelleket is zéro
gondolkodasitoken-limittel hivtuk meg, és elsé korben a hémérséklet paramétert
is nullara allitottuk.

2.5. Eredmények

A modelleknek a névhelyettesitési feladaton nyuajtott teljesitményét az 1. tab-
lazatban foglaltuk Gssze. A mellékletben szereplsé 4.—6. tablazatokban lathato
részletesebb hibatipus-elemzés.

Els6 ranézésre nem tiinnek nagyon jonak az eredmények. A legjobb ered-
ményt a Gemini 2.5 Flash adta 16,4%-os hibaarannyal. Ha a névelShibaktol és a
felesleges kotSjelezéstdl (ami messze a leggyakoribb hibatipus?) eltekintve helyes
a generalt névalak, akkor 11,48%-os hibaaranyt kapunk. Ez még mindig nem
nagyon j6. Ha a becsiilt tokenszintd hibaaranyt? tekintjiik, akkor mar kevésbé
tinik tragikusnak a helyzet — legalabbis a zart modellek mez6nyében. Itt a Grok
4 Fast modell jobb eredményt ért el, mint a Gemini 2.5, mert ritkabb szbéalakokat
rontott el.

A teszthalmaz fedésére vonatkoz6 adatoknal azért szerepel Google modellje-
inél kozel 300%-os érték, mert ezeken haromszor futtattuk le a tesztet, elss alka-
lommal T=0 a masodik két alkalommal T=1 hémérséklet-beallitassal. A Gemini

3 Felmeriilhet magyarazatként a kotSjeles ragkapcesolas durva tulalkalmazaséara, hogy
talan a korpuszban is sok ilyen alak szerepel, mert nagyon sok ember is azt gon-
dolja, hogy minden idegen szoéhoz minden ragot kotéjellel kell kapcsolni, azonban a
Webkorpusz 2.0-ban latott alakok statisztikaja csak részben tamasztja ala ezt a hi-
potézist. A korpuszban nagysagrendekkel ritkabb ez a jelenség, mint amit a modellek
kimenetében tapasztalunk.
Mikor tokenszintd hibaaranyrol beszéliink, akkor token alatt nem az LLM-
zsargonban hasznalatos szodarabtokenekre kell gondolni, hanem a klasszikus type—
token szembeallitasrol van szo: a szbalakok hibait olyan sullyal vessziik figyelembe,
amilyen gyakori az adott alak, hogy becslést kapjunk arra, hogy valds szévegekben
milyen hibaarannyal talalkoznank.
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Modell hiba széhiba kont.- hiba széhiba Lev. Lev. korp.-

hiba /token /token név kont. fedés
Qwen3 14B 79,98 68,72 0,06 16,38 12,46 2,46 6,00 48,08
Mistral Small 3.1 24B| 82,37 59,65 0,03 25,61 19,68 2,05 17,00 99,17
chatPuli 75,85 49,30 0,80 22,99 10,60 2,17 8,00 14,27
Llama 3.3 70B it 44,40 33,88 0,35 13,78 11,78 1,93 4,00 97,69
Gemma 3 27B it 42,13 32,53 0,11 19,83 18,28 1,63 14,75 298,78
Gemini 2.5 Flash-Lite| 54,26 28,53 0,36 14,22 6,78 1,54 4,16 254,06
Gemini 2.5 Flash 16,42 11,48 - 3,62 1,78 1,42 - 298,78
Grok 4 Fast 18,69 15,21 0,14 1,90 1,43 1,38 4,40 98,89
Grok 4.1 19,16 16,07 - 3,55 2,95 1,80 - 90,37

1. tablazat. A modellek teljesitménye a névhelyettesitési feladaton. A tablazat-
ban hibaaranyértékek szerepelnek a generalt type-ok/tokenek szazalékaban, az
alacsonyabb érték a jobb. A szohibaértékek a névhibak a névelhibak és a f6-
16sleges kotdjelezés nélkiil. Kontextushiba (kont.-hiba): azok az esetek, amikor a
modell médositotta a név koriili szévegkornyezetet. A tokenszintd hibaaranyokat
a névalakok gyakorisagi adatai alapjan becsiiltiik. A Lev. értékek a hibas alakok
atlagos Levenshtein-tavolsagat adjak meg a helyes alaktoél azokra az esetekre,
ahol a név vagy a kontextus hibas volt. A korpuszfedésértékek azt mutatjék,
hogy a tesztkészletet a futtatasok soran mennyire sikeriilt lefedni (az outputbol
sikeresen kinyert kontextusok aranya). A Google modelleket haromszor tesztel-
tiik, innen a 300% kortili értékek. Részletesebb hibaelemzés a fliggelékben.

modellek haromszori tesztelésénél egyes névtipusokon viszonylag nagy szoérast
(akéar 2-3-szoros, a becsiilt tokenszintd hibaaranyban akar hasszoros hibaarany-
valtozast) mutattak az eredmények. A Gemma modellnél ugyanakkor nem ta-
pasztaltunk szamottevd ingadozast a teljesitményben.

A kisebb meéretd nyilt stlyd modellek esetében (most ideértjiik az egyéb-
ként nem letolthets, elvileg magyarra kiilon finomhangolt chatPulit is) joval
salyosabbnak tiinik a helyzet, mint a zart modelleknél, és ha megnézziik, hogy
konkrétan tomegesen milyen szoalakokat generaltak, akkor végképp elkeserits az
eredmény. Raadésul a teszteseteink nem voltak kifejezetten ritka nevek. Mi lenne,
ha még kisebb paraméterszamu modellekkel probalkoznank? A chatPuli egyéb-
ként {iditGen kiilonbozik az el6deitdl legalabb abban, hogy érti, és végrehajtja
az utasitasokat, és kapunk outputot. A Gemini 3 esetében pedig valészintileg
levonhatjuk a kovetkeztetést, hogy a magyar nemcsak nem volt benne abban
a bizonyos 35 nyelvben, amelyiken a sima generativ nyelvmodellezési feladaton
talmutato készségekre is tanitottdk a modellt, hanem egyébként is tulsdgosan
alulreprezentélt volt a magyar a tudasdesztillacibhoz hasznalt transzferanyag-
ban.

Egészében véve azonban a tokenszintd hibaarédnyra tett becslésiink minden-
képp pesszimista felsG becslésnek tekinthetd, mert annak érdekében, hogy mi-
nél toébbféle ragozasi paradigma (nagyjabol egyenlSen) reprezentéilva legyen az
anyagban, feliilmintavételeztiik a ritkdbb nehéz szavakat, és mindenképpen alul-
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mintavételeztiik a trivialisan megoldddo toldalékolatlan, vagy szerencsés esetben
az eredeti szoalakkal azonosan toldalékolodo eseteket. A parok osszeallitasanak
folyamata és aztan a parok listdjanak tovabbi szilirése tovabb erdsitette ezt a
hatast. A toldalékolatlan alakok egyébként gyakoriak a szovegekben: a nevek
nagyjabol 50%-ban toldalékolatlan formaban szerepelnek a Webkorpuszban, a
tesztanyagban ugyanakkor a toldalékolatlan alak nem szerepel a tesztben az
esetek 20%-4ban (és igy a tokenszintd hibaardnyt ezeknél a szavaknal durvan
feliilbecstiltiik). Emellett a tesztgyartasi folyamatban az alapvet&en helyesiras-
ellenérzé eredetd emMorph sztir6ként alkalmazasa — amit a Webkorpusz 2.0-ban
szerepl6 viszonylag sok elemzési hiba motivalt eredetileg — bevezetett egyfaj-
ta preskriptiv elfogultsagot az anyagba. Ezt azonban végiil is vallaljuk. Ez egy
nehéz benchmark, ami a helyesirasi normaknak valé megfelelést is méri. De mos-
tanadban egyébként is emberfeletti teljesitményt varunk a modellektsl. Amilyen
teljesitményt — kiilonosen a nyilt sulyt modellek — ebben a tesztben nytujtottak,
az egyel6re viszont meglehetGsen emberalatti.

Emellett — kiilontsen a Gemini modelleknél — azt tapasztaltuk, hogy egy-egy
futtatasnal viszonylag konzisztensen viselkednek egy-egy név toldalékolasa szem-
pontjabol, igy egy-egy rossz dontéssel legtobbszor a teljes paradigma hibés lesz.
Sok kiilonallo szovegre vald alkalmazas esetében ugyanakkor a kiilonb6zs széve-
gek kozott nem feltétleniil ugyanazt a viselkedést mutatné a modell. A tobbszori
futtatasra kapott eredmények mikro-atlagolasa ugyanakkor valamelyest enyhi-
tette ezt a hatast.

Ami a konkrét hibakat illeti, az egyik legmeglepsbb tapasztalat az volt, hogy
a legtobb modell (beleértve a Gemini 2.5 Flash két és a Flash-Lite mindharom
futtatasat) egyaltalan nem tudta elragozni a gyakori és egyaltalan nem rend-
hagy6 Anna, Eva, Mdria, Chile neveket (egyetlen helyes alakot sem sikeriilt
generalni), hanem az a/e végzddéshez kotGjellel kapesoltak a ragokat (a Gemini
2.5 Flashnél gyengébb modellek raadasul teljesen rosszakat). Az e-végi szavak
esetében ez még talan magyarazhato lenne azzal, hogy viszonylag sok e-végii ide-
gen név valéban kotGjellel toldalékolodik, de az a-végliek esetében mindenképp
meglepének talaltuk ezt a viselkedést.® Tény, hogy ezekben a példakban kotsje-
lesen ragozott nevet kellett a-végtivel helyettesiteni, és ez nagyon nem sikeriilt a
legtobb modellnek.

A Gemini 2.5 Flash és a 2.5 Flash-Lite teljesitménye kozott egyébként ki-
fejezetten nagy a kiilonbség. Az utobbi egy erésen csokkentett paraméterszami
desztillalt modell. Ha a Gemma modellsorozat torténete a korabbiakhoz hasonlo-
an folytatodik, akkor sajnos arra szamithatunk, hogy a Gemma 4 sem fog jobban
teljesiteni, mint a mostani Gemini 2.5 Flash-Lite.

5 Az a-végli szavak kot6jeles toldalékolasa a maganhangzonytlas jeldlése nélkiil a mo-
zaikszok toldalékolasara jellemzs, azok azonban tobbnyire csupa nagybettisek, ki-
véve bizonyos adonemek kozkeletd rovid elnevezéseit (dfa, szja, eva, kata). Ezek
toldalékolt alakjainak korpuszbeli el6fordulésa is viszonylag jelentSs, illetve a hektdr
roviditett ha alakjanak toldalékolt alakjaié is.
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3. A cimgenerailasi feladat

A cimgeneralési feladat elSkészitése valamivel egyszeriibb volt. Ennek az volt
a feltétele, hogy talaljunk olyan adatbéazist, amely alapjan ellenérizni tudjuk a
generalt cimek helyességét. A jelenleg méar egyre elterjedtebben elérhet6 eszkoz-
hasznalatra képes modellek esetében egyébként a megfelels eréforras rendelke-
zésre allasa esetén delegalhatjuk is a helyes cimek generalasanak feladatat egy
akar determinisztikusan miik6dé komponensnek. Ebben a feladatban azonban
arra voltunk kivancsiak, hogy mennyire tudnak egy ilyen feladatot a vizsgalt
modellek fejbél vagy 6nallo eszkozhasznélattal (kereséssel) megoldani.

A feladathoz 21 nagyobb telepiilést, illetve ezek kozott négy budapesti kerti-
letet sorsoltunk ki, amelyek mindegyikében t6bb mint 200 kiilénb6z6 kozteriilet
van, valamint 20 kisebbet, amelyek mindegyikében legalabb 10. A tesztelt mo-
dellek azt a feladatot kaptak, hogy legalabb 10-10 kiilonb6z6 érvényes cimet
generaljanak ezeken a telepiiléseken irdnyitoszammal egyiitt. A prompt a fligge-
lékben talalhato az 5. Abran lathaté moédon nézett ki.

3.1. A tesztelt modellek

Ebben a feladatban a nyilt stlyt modellek koziil csak a Gemma 3 szerepelt,
azonban az id6kézben megjelent Gemini 3 Pro és a Gemini 2.5 Pro, valamint a
Gemini 2.5 Flash gondolkod6 lizemmodjat is teszteltiik a sima 2.5 Flash és Flash-
Lite valamint a két Grok modell mellett. A cimek hézszam részének érvényességét
(megfelels ersforras hijan) nem ellendriztiik.

A 2. tablazatban lathato eredményeket kaptuk az irdnyitészam, az kozte-
riiletnév és a kozteriilet jellege tekintetében is helyes generdlt cimek aranyat
tekintve.

Az eredmény érdekessége, hogy a messze legjobban teljesité Gemini 3 Pro a
levezetési folyamattal kapcsolatban visszaadott visszajelzése szerint nem alkal-
mazott keresést vagy mas eszkozt a cimek generalasakor, hanem a bels6 tudéséara
tamaszkodott. Ha ez igaz, akkor mindenképpen impresszivnek tekinthets, hogy
a generalt cimek kétharmada az iranyitészam tekintetében is hibatlan volt (ez
a nagyobb telepiiléseken levs cimek esetében nem trivialis, mert ezeknél tSbb
postai korzet van). A hibas cimek szinte mindegyikében is csak apré hiba csa-
szott be: 1 szdmjegy nem jo az iranyit6szambol, a kozteriilet jellege nem stimmel,
Pet6fi helyett Pet6fi Sandor utca, stb.

Ebbdl a feladatbol azt is megtudhattuk, hogy jo eséllyel bevalik, ha az alab-
bi utcanevekre tippeliink: Ady Endre utca, Kossuth Lajos vagy Kossuth utca,
Dozsa Gyorgy utca, Arany Jdnos utca, Petdfi Sindor vagy Petdfi utca, Jozsef

5 A Grok 4.1 egyébként elvérzett volna a hazszam-ellenérzésen, mert kettesével névek-
v6 paratlan hazszdmokat generélt a teljes cimsorozatban, igy a kicsi telepiiléseken
mar sokszézas hézszamok szerepeltek minden utcanal. Debrecenben és a budapesti
keriiletekben az iranyitészamokat is sorban generalta az egyes cimekhez, igy a buda-
pesti keriileteknél az utolsé cimhez (Erzsébet esetében az utolsé 6thoz) méar mésik
keriilethez tartozo irdnyitoszam jott 1étre.
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Modell pontossag helyes cim
Gemma 3 27B it 0.16 64,/410
Gemini 2.5 Flash lite 0.19  78/410
Gemini 2.5 Flash 0.36  148/410
Gemini 2.5 Flash Thinking 0.37  152/410
Gemini 2.5 Pro Thinking 0.40 166/410
Gemini 3 Pro Thinking 0.65 268/410
Grok 4 Fast 0.33 137/410
Grok 4.1 0.29 117/410

2. tablazat. A cimgenerélasi feladat eredményei. A teljesen helyes generélt cimek
aranya és szama.

Attila utca, Rakoczi utca, Béke utca. Egy olyan baseline rendszer, amely a telepii-
lés/keriilet leggyakoribb iranyitoszamat és az el6bbi 10 leggyakoribb utcanevet
hasznalva general cimeket, 41%-os pontossagot ér el, ami a Gemini 3 Pro-n kiviil
minden rendszert ver (azokat is, amelyek keresést hasznaltak).

4. El6zmények

Az itt bemutatott morfologiai generélasi kompetenciateszt kiilonbozik a legtobb
jelenleg népszert teszttsl abban, hogy azok — kozottiik a bevezetésben emlitett
tobbek kozott magyarra is adaptalt benchmarkok nagy része is — altaldban a
modellek szévegértési, illetve magas szint kognitiv képességeit mérik. Ezeknél
a forrasnyelv inkabb csak proxy, aminek a niianszai sokszor korlatozott mér-
tékben érintik az adott tesztben nytjtott teljesitményt (kivéve azokat az esete-
ket, amikor az adott nyelv jellegzetességeibsl addéddan sokkal kdnnyebb lesz a
teszt a forditas kovetkeztében, és megsziinik azt mérni, amire eredetileg hiva-
tott, mint példaul a Winograd-sémak nagy részének leforditasakor olyan nyel-
vekre, amelyekben van grammatikai nem). Vannak ezek mellett grammatikus-
agrammatikus minimalparokon alapul6 tesztkészletek sok nyelvre (pl. Warstadt
és mtsai (2020); Bagar és mtsai (2025)) — és a HuLU (Ligeti-Nagy és mtsai, 2023)
is tartalmaz grammatikalitasi dontési feladatokat —, amelyek ugyan kézvetleniil
nyelvspecifikus grammatikai tudas (és nem valamilyen magasabb kognitiv kész-
ség vagy tudas) mérésére szolgalnak, de megint csak perceptiv és nem generativ
fokuszuak.

A generativ képességek objektiv mérése altaldban elég nehéz, mert nagyon
valtozatos szovegek jonnek el6 a modellekbdl, amelyeknek az automatikus ki-
értékelése nehéz. Erre ,nagy nyelvmodell(ek) mint bira(k)” jellegii rendszereket
lett szokés hasznalni, de ezzel is vannak mindenféle problémak, egyrészt példaul
a birak modelltarsaikkal szembeni elfogultsdgai, masrészt azok gyors elavulésa,
amikor a kicsit tjabb kelett jelolt képességei mar meghaladjak a kicsit régebbi
keletd birak képességeit.

Itt mi viszonylag szigortian megszoritott generalési feladatokat adunk a mo-
delleknek, és nagyon konkrét morfologiai és helyesirasi készségeket mériink, ami
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kénnyebb objektiv kiértékelést tesz lehetévé. Ennek természetesen vannak eldz-
ményei. Kett6t emlitiink ezek koziil: a SIGMORPHON Shared Task sorozat 2016
és 2023 kozotti kiadasaiban szerepelt morfologiai ragozasi feladat sok nyelven.
Azonban ezekben a shared taskokban adatalapi morfologiai generatort kellett
épiteni, amely egy lemma és morfoszintaktikai jegyhalmaz alapjan legyartja a
megfelel§ szoalakot. Ilyen jellegii feladatot emberek csak megfelel felkészités
utan tudnak megoldani (valoszintleg joval tébb hibaval, mint amennyivel egy
minta alapjan elragoznénak egy masik szot). A ChatGPT megjelenése utéan be-
kovetkezett paradigmavaltas azutan teljesen marginalizalta ezt a kutatasi iranyt
(is). A maésik kutatdsban, amit meg szeretnénk emliteni, azt a feladatot adtak
nagy nyelvmodelleknek, hogy sokmorfémas finn és torok szavakat allitsanak hely-
re Osszekevert toldalékmorféma-sorozatok sorbarendezésével (Ismayilzada és mt-
sai, 2025). Ez a feladat szintén viszonylag mesterkélt. Mi ezzel szemben termé-
szetes, hétkoznapi emberek altal is megoldhaté, valoédi alkalmazas altal motivalt
feladatot adtunk a modelleknek, ahol izolalt generalas helyett kontextusban he-
lyettesités a feladat, amelyhez egyszerre van sziikség értelmezési és generalasi
készségre, de mindketts kiilon finomhangolas nélkiil rendelkezésre kellene, hogy
alljon a modellek szamara. Tény, hogy ehhez megfelel§ helyesirasi kompetencia
is kell, és nehéz idegen nevek is szerepelnek az anyagban, amelyeknek helyes
elragozésahoz a kiejtést jol meg kell tippelni.

5. Osszefoglalas

Cikkiinkben nagy nyelvmodellek két, a pszeudonimizalasi feladathoz kétheté ma-
gyar nyelvli generativ részképességének mérésére szolgalo feladatot és szamos
kurrens modell ezeken a teszteken nyuajtott teljesitményét mutattuk be. A kon-
textusban val6é névhelyettesitési feladatot hidnypotlonak érezziik, amely taldn
tényleg a modellek generativ nyelvtudasdnak egy aspektusat méri. A zart és
nem desztilldlt modellek jobban teljesitettek, de ezeknél is voltak meglepd hi-
anyossagok. A nyilt silyt modellek teljesitménye pedig kifejezetten gyengének
bizonyult, bar az ebben kategoridban nagy paraméterszamuinak szamité modell-
valtozatokat teszteltiink. Ugyanakkor az eredmények alapjan becsiilt tokenszint
névcsere-hibaarany biztosan pesszimista fels6 becslés, mert a teszt Osszeallitasa
soran feliilmintavételeztiik a nehéz idegen neveket, és alulmintavételeztiik a trivi-
alisan megoldodo toldalékolatlan eseteket. A masik, cimgeneralassal kapcsolatos
tesztben a legfrissebb Gemini 3 Pro modell kifejezetten jol szerepelt.

Ko6szonetnyilvanitas

A kutatéas az Eurépai Unié tamogatésaval valosult meg az RRF-2.3.1-21- 2022-
00004 azonositojua Mesterséges Intelligencia Nemzeti Laboratorium projekt ke-
retében.
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6. Fiiggelék — Illusztracidk, tablazatok, promptok

A fiiggelékben illusztraljuk a névcsere-benchmark létrehozasanak folyamatéat a
Szenegdl orszagnév ragozasahoz tartozé minikontextusok elallitasanak lépései-
vel. Itt szerepel emellett a tesztelt modellek kimenetitoken-limitjeit Gsszefoglalo
tablazat, a névhelyettesitési feladatban szereplé modellek részletes hibatipus-
elemzését bemutatd tablazatok és a cimgeneralési feladatban hasznalt prompt.

GPE_CNTRY,B,Ine,,t/1.C$-t.0 4753 Szenegadl !!GPE 392 LOC 168 ORG 84 PER

4 WORK_OF_ART 3 EVENT 2 PROJ 1 MISC 1 LANGUAGE

3065 Szenegall[/N] [Nom] 876 Szenegalban[/N][Ine] 288 Szenegalnak[/N] [Dat]
255 Szenegalba[/N] [I11] 227 Szenegalbdl[/N][Elal 206 Szenegalt[/N] [Acc]
172 Szenegaltdl[/N] [Abl] 115 Szenegallall[/N][Ins] 63 Szenegaligl/N] [Ter]
44 Szenegalral[/N] [Subl] 41 Szenegalrol[/N][Del] 31 Szenegéalon[/N] [Supel
9 Szenegalhoz[/N] [A11l] 5 Szenegalnall[/N] [Ade]

1. 4bra. Azonositott névaltipussal és toldalékolasi osztallyal kiegészitett kor-
puszstatsztika a Webkorpusz 2.0-bol a Szenegdl orszagnévhez. Név-altipus:
GPE_CNTRY, harmoniatipus: B, helyragosztaly: Ine, targy/eszk.hat. t/1, mas-
salhangzovégd -t ragos, 0-s ragozasi particié. Korpuszstatisztika: névgyakorisag:
47534392+ ..., szoalakok gyakorisaggal, elemzéssel)
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Szenegal: 113606 172/1 féltem <Szenegadltdl>; 113607 115/1 nincs bajom
<Szenegallal>; 113600 3065/0 <Szenegal> gyonyorid; 113602 288/1 kdszoéndm
<Szenegalnak>; 113612 9/1 <Szenegdlhoz> képest szép; 113613 5/1 szebb
<Szenegalnal>; 113605 206/1 lattam <Szenegalt>

L: Szenegal: 113601 876/1 éltem <Szenegalban>; 113603 255/1 elutaztam
<Szenegalba>; 113604 227/1 <Szenegalbdl> jovok; 113609 44/1 hasonlit
<Szenegalra>; 113610 41/1 meséltem <Szenegalrdl>; 113611 31/1 végigvonult
<Szenegalon>

2. abra. A Szenegal orszagnévhez generalt minikontextusok az eredeti szobala-
kokkal. Ez a névhelyettesitési feladat helyes megoldéasa (a kontextus és a fokusz
jelolésével).

Azori-szigetek > Szenegal

Azori-szigetek: 113606 172/1 féltem <az Azori-szigetek[/N] [Abl]>;
113607 115/1 nincs bajom <az Azori-szigetek[/N] [Ins]>;

113605 206/1 lattam <az Azori-szigetek[/N] [Accl>;

L: Azori-szigetek: 113601 876/1 éltem <az Azori-szigetek[/N] [Supel>;
113611 31/1 végigvonult <az Azori-szigetek[/N] [Supe]>;

3. dbra. A Szenegdl orszagnévhez (B,Ine,0 toldalékolasi osztaly) generalt mini-
kontextusok a helyettesits névvel (Azori-szigetek, F,Supe,1 toldalékolasi osztaly)
a morfologiai generalas elGtt.

Take the following pairs of named entites. Replace all occurrences of the
first entity with the second one in all of the following short contexts
and at the beginning of the line properly reinflecting the substitute
name (and possibly adding/removing a definite article) according to the
context. Remove these instructions from the output.

Azori-szigetek > Szenegal

Azori-szigetek: 113606 172/1 féltem az Azori-szigetektdl; 113607 115/1
nincs bajom az Azori-szigetekkel; 113600 3065/0 az Azori-szigetek gyonydri;
L: Azori-szigetek: 113601 876/1 éltem az Azori-szigeteken; 113603 255/1
elutaztam az Azori-szigetekre; 113604 227/1 az Azori-szigetekrdl jovok;

4. abra. A Szenegdl orszagnévhez generalt minikontextusok a helyettesité név-
vel (Azori-szigetek) a morfologiai generalas utén. Igy néz ki a névhelyettesitési
feladat a modellek szaméara. A példa az alkalmazott promptot is tartalmazza.
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Modell kimenet max. hossza
Gemini 2.5 Flash/Flash-Lite 64K
Grok 4 Fast/4.1 30K
Gemma 3 27B it 8K!
Mistral-Small-3.1-24B 128K
Qwen3-14B 41K?
chatPuli 1K?

3. tablazat. A névcsere-feladatban vizsgalt modellek kimenetitokenszam-limitjei.
!Tapasztalati érték a https://generativelanguage.googleapis.com API-n
keresztiil valo elérés esetén. A Gemini 2.0 modellcsaladra is érvényes, amelybdl
a Gemma 3 modellcsaladot desztillaltak. 2bemenet-+kimenet

modell Qwen3-14B|Mistral-S-3.1-24B| chatPuli

hibatipus type token| type token| type token
hiba 79,98 16,38/|82,37 25,61|75,85 22,99
hiba a névben 79,98 16,38(82,37 25,61|75,85 22,99
hibéas sz6alak 68,72 12,46|59,65 19,68(49,30 10,60
extra kotdjel 52,25 7,62|58,67 21,52(66,07 21,26
csak extra kétGjel | 6,93 1,35/20,96 5,47(20,76 10,99
rossz helyrag 6,87 6,06/11,20 13,13| 1,60 0,22
névelGhiba 15,70 3,03| 4,94 0,53(10,38 1,50
csak névelShiba 4,32 2,57 1,46 0,45| 5,79 141
nem cserélte le 2,96 0,59| 3,91 0,51 - -
kotGjelhidny 0,59 0,01 1,15 0,09 - -
csak kotGjelhiany - -1 0,43 0,01 - -
kontextushiba 0,06 -1 0,03 -1 0,80 -
balkontextus-hiba | 0,06 -| 0,03 -1 0,60 -
jobbkontextus-hiba - - - -1 0,20 -
hibés kontextus ID - - - - - -
névtavolsag 2,46 2,08| 2,05 1,71 2,17 1,50
kontextustéavolsag | 6,00 -117,00 -1 8,00 -

tesztkészlet lefedése|48,08

99,17

1427 -

4. tablazat. Részletes hibaelemzés — névhelyettesitési feladat: a leggyengébb telje-
sitményt nyujto nyilt sulyd modellek. A hibatipusok gyakorisag szerint csokkend
sorrendben szerepelnek az Gsszes modell aggregalt hibait alapul véve. Az értékek
az mutatjik, hogy a generalt név type-ok hény szazaléka hibas. A tokenszintd
hibaaranyokat a korpuszgyakorisagi értékek alapjan becsiltiik. A tavolsagok at-
lagos Levenshtein-tavolsagok a helyes alaktol név- vagy kontextushiba esetén.
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modell Llama-33-70B-it|Gemma-3-27b-it | Gemini-2.5-flash-lite
hibatipus type token| type token| type token
hiba 44,40 13,78| 42,13 19,83| 54,26 14,22
hiba a névben 44,31 13,77| 42,13 19,83| 53,67 12,48
hibas szoalak 33,88 11,78| 32,53 18,28| 28,53 6,78
extra kotGjel 15,19 3,25 8,06 1,35| 32,42 7,21
csak extra kotgjel | 7,11 1,43| 2,28 0,13| 23,62 5,01
rossz helyrag 1,75 0,75| 10,17 14,84 6,50 3,25
névelShiba 2,59 0,50| 7,16 1,49 1,73 0,72
csak névelShiba 1,92 0,41] 4,66 1,26/ 1,30 0,65
nem cserélte le 2,86 1,67 1,54 1,02| 1,40 0,71
kotsjelhiany 3,06 0,25/ 3,68 0,21| 0,55 0,05
csak kotGjelhiany 1,40 0,16| 2,66 0,17 0,21 0,04
kontextushiba 0,35 - 0,11 -1 0,36 -
balkontextus-hiba | 0,23 - 0,10 -l 0,34 -
jobbkontextus-hiba | 0,06 - 0,10 - 0,02 -
hibéas kontextus ID | 0,06 - - - 0,02 -
névtavolsag 1,93 2,23| 1,63 1,42| 1,54 1,75
kontextustavolsag | 4,00 -| 14,75 -l 4,16 -
tesztkészlet lefedése|97,69 -1298,78 -1254,06 -

5. tablazat. Részletes hibaelemzés — névhelyettesitési feladat: a kézépmezdny —
nyilt silyt és egyéb desztillalt modellek.

modell Gemini-2.5-flash| Grok4-fast | Grok4.1

hibatipus type token| type token| type token
hiba 16,42 3,62|18,69 1,90({19,16 3,55
hiba a névben 16,39 3,62(18,66 1,90({19,16 3,55
hibas sz6alak 11,48 1,78(15,21 1,43(16,07 2,95
extra kotgjel 6,13 2,12| 3,28 0,14| 1,39 0,10
csak extra kotgjel 3,49 1,22| 0,84 0,04 0,72 0,05
rossz helyrag 4,15 0,72| 6,71 1,06| 5,42 1,64
névelGhiba 1,14 0,48 1,15 0,48| 1,20 0,53
csak névelShiba 1,03 0,47/ 0,95 0,39| 0,91 0,51
nem cserélte le 0,20 0,21 - -1 0,88 0,85
kotsjelhiany 0,75 0,16/ 2,56 0,08| 2,52 0,07
csak kotGjelhiany 0,39 0,14| 1,67 0,04| 1,45 0,04
kontextushiba - -1 0,14 - - -
balkontextus-hiba - -1 0,03 - - -
jobbkontextus-hiba - -1 0,12 - - -
hibas kontextus ID - - - - - -
névtavolsag 1,42 1,54 1,38 1,61| 1,80 3,26
kontextustavolsag - -1 4,40 - - -
tesztkészlet lefedése|298,78 -198,89 -190,37 -

6. tablazat. Részletes hibaelemzés — névhelyettesitési feladat: zart silyd model-
lek.
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For all of the following settlements, generate 10 valid addresses each with zip code,
each in a different street, and output them as a yaml map with the settlement name
as key, and a list of address strings as value in yaml block format. The format of the
addresses should be: zip settlement street address house number.

Vac; Békés; Budapest 12. keriilet; Szigetszentmiklos; Debrecen; Budapest 16. keriilet;
Erd; Balatonfiired; Tiszafiired; Cegléd; Budapest 20. keriilet; Budapest 03. keriilet;
Biatorbagy; Dunakeszi; Karcag; Gyomaendrdd; Térokszentmiklos; Dunaharaszti; Fot;
Veresegyhéz; Baja;

Abrahamhegy; Sojtor; Hajduboszormény; Rezi; Tenk; Halimba; Biik; Egyek; Nemti;
Bojt; Csengersima; Keszii; Matramindszent; Bacsalmas; Bilikkszentkereszt; Nagyveleg;
Nyirtura; Balatonboglar; Vilonya; Szamossalyi

5. dbra. A cimgeneralasi feladatban alkalmazott prompt.
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Abstract. This paper presents a systematic evaluation of Retrieval-
Augmented Generation (RAG) components for Hungarian question an-
swering, focusing on retrieval effectiveness and chunking strategies on
long-form Hungarian historical texts. Using the MILQA benchmark and
a custom corpus of full-length books, we compare sparse, dense, hybrid,
and reranking approaches under uniform metrics. Among dense mod-
els, E5-Large performs best, clearly surpassing other multilingual en-
coders and the BM25 baseline. Query rewriting shows mixed effects:
it harms dense retrieval but Query2Doc notably improves BM25. The
strongest overall results come from a hybrid BM25 + Query2Doc + E5-
Large pipeline fused with Reciprocal Rank Fusion. For chunking, re-
cursive segmentation at 512 tokens outperforms several semantic meth-
ods, which tend to over-fragment long documents. Multilingual cross-
encoder reranking, especially BGE-rr, provides additional gains. Overall,
the study offers practical guidance for building high-accuracy Hungarian
RAG systems and underscores the importance of optimized retrieval and
chunking in low-resource settings.

Keywords: information retrieval, RAG, embeddings

1 Introduction

Large-scale multilingual language models have made significant advancements in
recent years, allowing for improved natural language understanding and genera-
tion across multiple languages. However, many languages, including Hungarian,
remain low-resource, meaning they have significantly less training data available
compared to high-resource languages like English or French. This results in lower
performance in both retrieval and generation tasks, raising concerns about the
generalization abilities of state-of-the-art multilingual models.

One promising approach to improving language model outputs is Retrieval-
Augmented Generation (RAG) (Lewis et al., 2021), which enhances text gen-
eration by incorporating external knowledge retrieval. While RAG has shown
impressive results in high-resource settings, its effectiveness for Hungarian re-
mains underexplored, at least academically. Additionally, improving retrieval

57



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

mechanisms, particularly through query rewriting techniques leveraging mul-
tilingual Large Language Models (LLMs), could potentially enhance retrieval
performance, leading to better overall responses in Hungarian.

Beyond these general motivations, this research is directly driven by a prac-
tical application: the development of an interactive Hungarian-language chat-
bot designed for the 200th anniversary exhibition of the Hungarian Academy
of Sciences. The chatbot’s purpose is to provide accurate, verifiable information
about the Academy’s history, its founding figures, and its institutional evolution.
Achieving this requires reliable retrieval from long, complex Hungarian historical
texts, many of which exhibit dense syntax, long sentences, and substantial mor-
phological variation. Since factual correctness is paramount in this public-facing
setting, the quality of retrieval—and the chunking and reranking decisions that
support it—plays a decisive role. This context further underscores the necessity
of systematically evaluating RAG components for Hungarian, particularly when
working with domain-specific corpora derived from historical books and archival
materials related to the Academy.

While retrieval-augmented generation has seen rapid progress in recent years,
most RAG systems and evaluation benchmarks are heavily centered on English.
Even models described as multilingual are typically optimized and assessed us-
ing English-dominant datasets, and performance parity across languages can-
not be assumed(Zhang et al., 2023). Hungarian, in particular, presents a chal-
lenging testbed due to its agglutinative morphology, free word order, and lim-
ited presence in widely used evaluation benchmarks(Orosz et al., 2023). From a
model perspective, transformer-based RAG systems introduce additional chal-
lenges for Hungarian: subword tokenization schemes interact poorly with agglu-
tinative morphology, resulting in longer and more fragmented token sequences
than in English, which in turn increases pressure on fixed context windows and
reduces the number of retrieved passages that can be jointly processed(Csaki
et al., 2023). Although robust retrieval can be achieved through language-specific
preprocessing and hybrid retrieval strategies, doing so requires additional engi-
neering effort compared to English pipelines, and downstream generation qual-
ity remains constrained by English-dominant instruction tuning and evaluation
practices. Together, these factors make Hungarian RAG an informative case for
understanding the limits of current multilingual RAG approaches.

2 Related work

Research on Hungarian-language information retrieval (IR) has historically been
shaped by the challenges posed by the language’s rich morphology. Traditional
sparse retrieval approaches—such as TF-IDF and BM25 (Robertson et al., 1994),
represent documents through surface-level lexical features: words or stems. This
approach can achieve high precision, but it often leads to reduced effectiveness in
recall when inflected word forms or compound structures vary widely (Manning
et al., 2008). Sparse retrieval methods also struggle to capture semantic similarity
or relatedness, since they rely purely on exact or near-exact lexical matching.
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This becomes a particular challenge in Hungarian, where extensive inflection
and derivation greatly reduce the chance that a query and a relevant document
will share the same word forms (Savoy, 2008). Although lemmatization helps
normalize some of this variation, it cannot fully resolve the vocabulary mismatch
introduced by the language’s rich morphology.

The introduction of contextualized embeddings and transformer-based mod-
els has significantly improved retrieval quality in multilingual and low-resource
languages. Dense vector models such as BERT (Devlin et al., 2019) produce
contextual embeddings that better capture semantic similarity across different
word forms and contexts. When fine-tuned for information retrieval (Khattab
and Zaharia, 2020; Chen et al., 2024b), dense models overcome the vocabulary
mismatch that exists between documents and queries (Qiao et al., 2019).

The effectiveness of dense models notwithstanding, often the best perfor-
mance is achieved by combining sparse and dense signals in a hybrid retrieval
setting (Chen et al., 2024b). Reciprocal Rank Fusion (RRF) is frequently em-
ployed to merge rankings, benefiting from the complementary strengths of lexical
precision and semantic generalization (Cormack et al., 2009).

Query rewriting has traditionally been used to enhance retrieval perfor-
mance by modifying user queries through pseudo-relevance feedback (Attar and
Fraenkel, 1977; Xu and Croft, 1996) or external lexical resources such as WordNet
(Miller, 1995), expanding them with terms more likely to retrieve relevant doc-
uments (Wang et al., 2023). Subsequent relevance-modeling approaches shifted
the focus from explicit term matching toward modeling query generation itself,
treating queries as samples drawn from latent document models and ranking doc-
uments according to the probability of generating the observed query (Lavrenko
and Croft, 2001). More recent rewriting techniques make use of large language
models to generate richer semantic representations of user intent. For example,
Query2Doc creates pseudo-documents through few-shot prompting of LLMs and
concatenates them with the original query, helping both sparse and dense retriev-
ers better capture the underlying information need (Wang et al., 2023). HyDE
follows a similar philosophy by generating synthetic passages that hypothetically
answer the query, embedding these documents using a contrastively trained en-
coder to form the query representation (Gao et al., 2022). Such rewriting methods
have shown promise in multilingual and low-resource retrieval settings, though
their effectiveness depends strongly on the underlying retrieval model.

In modern retrieval pipelines, first-stage retrieval is often followed by rerank-
ing using cross-encoders, which jointly encode the query and candidate passages
within a single transformer model (Humeau et al., 2020). Unlike the bi-encoders
used in the first stage (Khattab and Zaharia, 2020), which produce independent
embeddings for queries and documents, cross-encoders allow deep bidirectional
attention between the two sequences, enabling much finer interaction modeling.
This often leads to substantially higher reranking accuracy, albeit at a significant
computational cost due to the need to jointly encode each query—document pair.
As a result, cross-encoders are typically used as a second-stage reranking module
to refine a small set of candidates retrieved by faster sparse or dense methods.
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Finally, text chunking plays an essential role in retrieval-augmented sys-
tems, especially when long documents must be segmented into manageable units.
Token-constrained, recursive chunking methods—such as those implemented in
the semchunk! library—aim to preserve semantic coherence by splitting text
along meaningful structural boundaries while enforcing strict token limits (Isaa-
cus, 2025). Semantic chunking techniques further leverage embeddings to de-
tect shifts in meaning between adjacent sentence groups, selecting breakpoints
where semantic distances exceed a learned or statistically derived threshold (Mc-
Cormick, 2024). Both approaches provide more coherent and contextually stable
segments than naive fixed-length splitting, improving both retrieval precision
and the quality of downstream generation in RAG pipelines.

Recent work on Hungarian RAG systems has addressed the technical chal-
lenges of processing complex, unstructured documents. A recent advancement
is the development a pipeline for an educational chatbot, focusing on the in-
gestion of scanned PDF textbooks containing images and discontinuous text.
They demonstrated that vision-enabled large language models (LLMs), particu-
larly closed models like GPT-40, significantly outperform traditional OCR and
rule-based parsers, achieving near-perfect accuracy in text extraction and struc-
tural parsing. For the retrieval and ranking stage, they found that a hybrid ap-
proach combining BM25 and dense vector search (FAISS), fused with Reciprocal
Rank Fusion (RRF), yielded the best performance. Evaluating on 69 textbook
questions (43 multiple-choice, 16 true/false, 10 essay), they reported that GPT-
4-turbo with this hybrid RAG method achieved 98.55% accuracy when essay
answers were judged by GPT-40 with a correctness threshold of greater than
0.8. (Csaki and Vandor, 2025a)

In their companion paper focused on cost-performance analysis, (Csaki and
Vandor, 2025b) compared closed and open-weight LLMs within the same RAG
framework. They confirmed that for the initial OCR and document process-
ing phase, the higher cost of closed models like GPT-40 was justified by their
100% accuracy and robustness. However, for the final question-answering task,
open-weight models like Qwen2-72B provided a highly competitive, cost-effective
alternative, achieving 95.65% accuracy on the same test set. Their work under-
scores that a performant Hungarian RAG system can be built by leveraging
closed models for high-stakes preprocessing while utilizing open models for gen-
eration to optimize long-term operational costs.

3 Data and Preprocessing

The primary knowledge source for the RAG system is a collection of 165 historical
books related to the Hungarian Academy of Sciences. The full corpus contains
approximately 13.7 million tokens, measured using the tokenizer of hut5-base?
(Madarasz et al., 2025). Because the documents were provided as PDFs with
noisy, inconsistent OCR layers, substantial preprocessing was required before

! https://github.com/isaacus-dev/semchunk
2 https://huggingface.co/GaborMadarasz/hut5-base
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retrieval experiments could be conducted. Due to the copyrighted nature of this
data, the dataset and the generated questions can not be made publicly available,
but some examples of the data will be shown in appendix A.

3.1 OCR Correction

The OCR text exhibited frequent orthographic errors, irregular spacing, and
broken word forms, all of which significantly degraded baseline retrieval qual-
ity. To address this, an AWQ-quantized Llama 3.3 70B model® (Touvron et al.,
2023) was used to normalize and correct the text on a page-level basis. This
correction pass produced a measurable improvement in linguistic quality: per-
plexity under NYTK/PULI-GPT-2* (Gy6z6 et al., 2023) decreased from 41.51 to
26.85 (approximately 35%). Page-number artifacts introduced by imperfect OCR
were also removed using pattern-based detection; for documents that could not
be segmented consistently, a fallback static token-based splitting strategy was
applied.

3.2 Initial Evaluation Resources

To determine appropriate retrieval techniques for Hungarian, the MILQA dataset
(Novak et al., 2023)—a manually annotated Hungarian extractive question—
answering benchmark—was used as an initial evaluation resource. MILQA pro-
vided a high-quality testbed for comparing sparse, dense, hybrid retrieval models
as well as query rewriting methods and rerankers prior to evaluating performance
on the Academy corpus.

3.3 Synthetic Benchmark Construction

Because no supervised QA dataset exists for the Academy materials, a syn-
thetic benchmark was constructed to rigorously evaluate retrieval performance
on the target domain. The pipeline operates on semantically coherent text chunks
generated using the semchunk recursive chunker (Isaacus, 2025), with 50-token
overlaps. For each chunk, a Hungarian T5-based question generation model—
fine-tuned on MILQA—produced candidate questions. These were answered by
an extractive QA model® operating on the same chunk. Unanswerable or low-
quality questions were removed through a combination of linguistic validity rules
and a cross-encoder reranker (bge-reranker-v2-m3) (Chen et al., 2024a).

Across the 165 books, the pipeline generated roughly 70,000 question—answer
pairs, of which 15,800 high-confidence examples were retained. This synthetic
dataset was subsequently used to compare retrieval pipelines and evaluate the
impact of different chunking strategies.

3 https://huggingface.co/casperhansen/llama-3.3-70b-instruct-awq
* https://huggingface.co/NYTK/PULI-GPT-2
5 https://huggingface.co/ZTamas/x1lm-roberta-large-squad2-qa-milga-impossible
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3.4 Chunking Strategies

Chunking plays a pivotal role in retrieval performance due to the long, narrative
structure typical of the documents in the corpus. Two approaches were evaluated:

1. Recursive token-aware chunking using semchunk.
2. Semantic chunking based on embedding-driven breakpoint detection (Mec-
Cormick, 2024).

After selecting the best retrieval and query rewriting configurations using MILQA,
these chunking methods were compared on the synthetic benchmark. Recursive
chunking with a maximum size of 512 tokens yielded the highest NDCG@10
scores after reranking, and was therefore selected for the final system.

4 System Design

This section describes the retrieval-augmented generation (RAG) pipeline used
in this work. Instead of detailing individual software services or deployment
choices, we focus on the core sequence of transformations that a user query un-
dergoes: conversational rewriting, hybrid retrieval, reranking, and answer gener-
ation. The emphasis is on the algorithmic flow that produces grounded, contex-
tually relevant responses in Hungarian.

4.1 Pipeline Overview

When a user submits a query, the system processes it together with its con-
versation history. An instruction-tuned LLM, gpt-4o-mini (OpenAl, 2024) is
first used to determine whether the latest user message is a follow-up to a prior
question. If so, the system generates a history-aware reformulation of the query,
producing a standalone version that fully expresses the user’s intent.

Next, the rewritten (or original) query is transformed into two parallel rep-
resentations for hybrid retrieval. For lexical retrieval, we apply the Query2Doc
method, prompting an LLM to generate a pseudo-document describing the infor-
mation need. This expanded query is used for BM25 search. For dense retrieval,
the query is encoded using the multilingual-e5-large encoder (Wang et al.,
2024) and used to query the vector index.

Each retrieval branch returns the top 100 candidate passages. These results
are merged using reciprocal rank fusion (RRF) with &k = 60, producing a uni-
fied ranking that combines the strengths of sparse and dense search. A cross-
encoder reranker (bge-reranker-v2-m3) (Chen et al., 2024a) then scores each
query—passage pair, and the top 10 passages are selected for grounded answer
generation.

In the final stage, another LLM (originally also gpt-4o-mini) is prompted,
conditioned on both the retrieved passages and a short summary of the history
of the Hungarian Academy of Sciences. The model is instructed to answer using
only the provided context. Responses are streamed to reduce latency.
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Fig. 1: Flowchart of the RAG system

5 Experiments

We evaluate our system in three stages. First, we compare sparse, dense, and hy-
brid retrieval methods on the MILQA benchmark, including the effect of query
rewriting and reranking. Second, we evaluate chunking strategies on the Hun-
garian Academy of Sciences corpus using a BEIR-style protocol (Thakur et al.,
2021). Finally, we assess end-to-end RAG answer quality using LLM-as-judge
metrics. The code for all experiments can be found on GitHub®.

5.1 Retrieval Evaluation

We compare BM25, several multilingual dense encoders, and their hybrid combi-
nations. The evaluation uses MILQA (train+test, excluding unanswerable items),
measuring Recall@k, NDCG@10, MRR@100, and Precision@k.

Sparse vs. Dense Retrieval. Among dense encoders, multilingual-e5-large
achieves the best retrieval performance, surpassing BGE-M3, OpenAI-TE3L, and
smaller multilingual encoders. BM25 performs strongly for Hungarian but re-
mains below the best dense models.

5 https://github.com/ELTE-DH/mta200_rag
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Table 1. Retrieval performance of sparse and dense models (no query rewriting).

Model R@1 R@10 NDCG@10 MRR@100
BM25 0.640 0.913 0.776 0.736
BGE-M3” 0.683 0.957 0.826 0.785
E5-Large® 0.715 0.969 0.857 0.785
OpenAI-TE3LY 0.629 0.943 0.791 0.744

Query Rewriting. We test Query2Doc and HyDE. Query2Doc substantially im-
proves BM25, but rewriting tends to degrade dense retrieval quality.

Table 2. Effect of query rewriting on retrieval.

Base Model Rewriting R@Q1 R@10 NDCG@10 MRR@100

BM25 Query2Doc 0.694 0.950 0.825 0.786
E5-Large HyDE 0.670 0.965 0.670 0.780
E5-Large Query2Doc 0.697 0.965 0.670 0.799

Hybrid Retrieval. Hybrid retrieval uses Reciprocal Rank Fusion (RRF) with
BM25 and E5-Large. Applying Query2Doc only to BM25 yields the strongest
overall performance.

Table 3. Hybrid retrieval performance (RRF with BM25 + E5-Large).

Hybrid Setting R@1 R@10 NDCG@10 MRR@100
BM25(Q2D) + E5-Large 0.744 0.981 0.865 0.829
BM25(Q2D) + E5-Large(Q2D) 0.735 0.979 0.873 0.825

Dense retrieval with multilingual-e5-large outperforms other encoders,
BM25 benefits substantially from Query2Doc, and the best overall performance
comes from a hybrid BM25(Q2D)+E5-Large setup with RRF.

Reranking. We evaluate three multilingual cross-encoders using the best hybrid
retrieval configuration.

" https://huggingface.co/BAAI/bge-m3
8 https://huggingface.co/intfloat/multilingual-e5-large
% https://ai.azure.com/catalog/models/text-embedding-3-large
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Table 4. Reranker performance on hybrid retrieval candidates.

Reranker R@1 R@10 NDCG@10 MRR@100
GTE'? 0.816 0.992 0.912 0.887
Jina v2! 0.845 0.994 0.927 0.905
BGE-reranker-v2-m3'2 0.871 0.996 0.942 0.924

Among cross-encoders, bge-reranker-v2-m3 provides the strongest reorder-
ing of hybrid candidates and is selected for downstream use.

5.2 Chunking Evaluation

We evaluate chunking on the Hungarian Academy of Sciences corpus using the
best-performing hybrid retrieval and the best reranker. Two families of chunkers
are compared:

— Recursive token splitter with maximum chunk sizes of 512, 1024, and
2048 tokens.

— Modified semantic chunker with flexible ranges (128-512, 256-1024, 512—
2048 tokens).

Recursive 512-token chunks perform best prior to reranking. After reranking,
512- and 1024-token recursive chunks both perform strongly, with 512 tokens
retaining a slight advantage.

Table 5. Chunking strategies (post-reranking) on the Hungarian Academy cor-
pus.

Chunker NDCG@10 R@10 P@Q1 MRR@100
Recursive 512 tokens 0.857 0.944 0.754 0.833
Recursive 1024 tokens 0.848 0.929 0.764 0.834
Semantic 256-1024 tokens 0.835 0.918 0.741 0.814

5.3 Generation Evaluation

We evaluate end-to-end RAG answer quality by measuring the faithfulness, re-
sponse relevancy with RAGAS (Es et al., 2025). For this purpose, we constructed
an evaluation set of 164 refined questions, supplemented by 60 human-annotated

QA pairs.

19 https://huggingface.co/Alibaba-NLP/gte-multilingual-reranker-base
" https://huggingface.co/jinaai/jina-reranker-v2-base-multilingual
2 nttps://huggingface.co/BAAI/bge-reranker-v2-m3
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— Synthetic QA set: Faithfulness = 0.754, Relevancy = 0.782
— Human-annotated set: Faithfulness = 0.739, Relevancy = 0.699

These results indicate that the system maintains good factual grounding and
produces contextually appropriate answers across both synthetic and human-
authored test sets, with some slight degradation on the human-authored set.

5.4 Error Analysis

To provide qualitative insight into the faithfulness scores reported in the previous
section, we conducted a manual analysis of incorrect responses generated by the
system on the human-annotated set.

Interpretation of Results. While faithfulness and relevance scores of approxi-
mately 70% are below state-of-the-art results for high-resource languages (which
often exceed 90%) (Es et al., 2025), they represent a strong baseline for the
low-resource, domain-specific setting of historical Hungarian text. The gap in
performance is less attributable to residual OCR errors—which were mitigated
to a certain extent by the Llama-3 correction pass—and more to the linguistic
complexity of the corpus and the difficulty of the synthesis tasks required.

We identified five primary error categories that persist within the pipeline:

Temporal and Chronological Reasoning. The model occasionally fails to cross-
reference dates within retrieved contexts to validate the feasibility of events.
It tends to treat entities as contemporary if they appear in the same context
window, ignoring specific biographical timelines. For example, the system failed
to reject a hypothetical meeting between Jozsef E6tvos and Janos Arany in 1872,
ignoring retrieved evidence of E6tvos’s death in 1871.

Logical and Role Confusion. We observed errors where the model misinterpreted
the modality of a sentence or conflated hierarchical roles. In one instance, the
model incorrectly classified John von Neumann as an elected member based on a
text stating that a member attempted to elect him. This suggests limitations in
the multilingual model’s ability to resolve subtle Hungarian morphological cues
regarding modality.

Hallucination of Facts and Relationships. When explicit links were missing from
the retrieved chunks, the model showed a tendency to fabricate connections to
satisfy the user’s prompt. This was most prevalent in queries regarding kinship,
where the model asserted sibling relationships between unrelated historical fig-
ures solely based on shared surnames (e.g., the “Balogh” family).

Synthesis Incompleteness. While the system performs well on targeted fact ex-
traction, it struggles with synthesis tasks that require aggregating data scattered
across multiple segments. This resulted in incomplete outputs when the user re-
quested exhaustive lists, such as enumerating all Academy Presidents over a
specific multi-decade period.
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Context Incompleteness. About 30% of the error cases caught by the LLM-as-
judge metrics were instances when the answer to the test question was not in the
model’s context at all, and the model responded with a fallback “I don’t know”
answer, which led to a faithfulness and response relevancy score of 0.0.

5.5 Final System Configuration Derived from Experiments

Based on the experimental findings, the following configuration is used in the
final RAG pipeline:

— Retriever: Hybrid search combining BM25 with Query2Doc and E5-Large,
fused with RRF.

— Reranker: bge-reranker-v2-m3.

— Chunking: Recursive 512-token chunks with 10% overlap.

This combination provides the strongest balance of retrieval quality, ranking
accuracy, and generation consistency for Hungarian historical texts.

6 Limitations and Future Work

Although the proposed system provides a strong baseline for retrieval-augmented
generation in Hungarian, several limitations remain. These arise primarily from
the scarcity of high-quality Hungarian data, limited computational resources,
and the restricted scope of evaluated models.

Model Adaptation. The system relies on general-purpose multilingual LLMs
without any domain- or task-specific fine-tuning. Training a Hungarian-focused
RAG model—either through continued pretraining or supervised fine-tuning—could
significantly improve factual grounding, fluency, and robustness for historical or
scientific domains.

Question Generation Quality. The synthetic benchmark enables scalable eval-
uation but is constrained by the quality of the underlying question generation
model. Pretraining or fine-tuning a Hungarian T5-style model on large monolin-
gual corpora, or using a larger model with good Hungarian capabilities, could
improve question quality and consistency, resulting in a more reliable retrieval
evaluation dataset.

Evaluation Scope. Only a limited number of multilingual and open-source mod-
els were evaluated due to cost and compute constraints. A broader compari-
son—including newly emerging Hungarian LLMs—would provide a clearer un-
derstanding of language-specific strengths and weaknesses in retrieval-augmented
settings.
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Conversational Capabilities. The current system focuses on single-turn question
answering. Supporting multi-turn retrieval with explicit contextual tracking and
reformulation remains an open challenge. Evaluating such systems using multi-
turn RAG benchmarks or conversational faithfulness metrics would be a valuable
next step.

7 Conclusion

This work presents a comprehensive empirical study of retrieval, reranking, and
chunking strategies for building an effective Hungarian RAG pipeline. Hybrid
retrieval—combining BM25 with Query2Doc and multilingual dense embed-
dings—provides the strongest overall performance, while cross-encoder reranking
further improves ranking quality. Smaller recursive chunks (512 tokens) offer the
best retrieval effectiveness and computational efficiency.

End-to-end evaluation on both synthetic and human-authored questions shows
that the resulting system generates answers that are contextually grounded and
reasonably faithful, even in a low-resource linguistic setting. These findings high-
light the practicality of combining robust retrieval methods with modern multi-
lingual LLMs for high-quality information access in Hungarian.
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A Qualitative samples of OCR repair and question

generation

Original text (pre-fixing)

Ertékes munka, melynek
megirasara a M. T. Akadémia
még 1872-ben szdlitotta fel

eldszor Than Karolyt

A kisér
leti kémia elemei ciml mid, mely
1896-t61 1906-ig jelent meg.
E munka méltatasahoz nem kell
kommentar. Mindannyian
még didk korunkban beldle
tanultunk és ma is, ha hirtelen
valamilyen adatra van
sziikségiink, gyakran fordulunk
hozza.

Than Karoly egyik legkivalobb
tanitvanya a ma éld
vegyészek nagy tiszteletben alld
nesztora :

Ilosvay Lajos.

Fixed text (post-fixing)

Ertékes munka, melynek
megirasara a M. T. Akadémia még
1872-ben szdélitotta fel eldszor
Than Karolyt: "A kisérleti kémia
elemei" cimi md, mely 1896-t6l

1906-ig jelent meg.
E munka méltatasahoz nem kell
kommentar. Mindannyian még diak
korunkban beldle tanultunk, és
ma is, ha hirtelen valamilyen
adatra van sziikségiink, gyakran
fordulunk hozza.

Than Karoly egyik legkivalébb
tanitvanya a ma él16 vegyészek
nagy tiszteletben 4116 nesztora:
Ilosvay Lajos.

Human-created question

Akadémiatol 1872-ben?

1906-ban?
4. Ki volt Ilosvay Lajos?

Melyik mi elkészitésére kapott felkérést Than Karoly az

T5-generated questions (unfiltered)
1. Mikor jelent meg a ,,A kisérletd kémiai elemei’’ cimi mive?
3. Milyen tudoményos targyakat irt a Magyar Tudomanyis Akadémia

5. Mikor jelent meg az els6 magyar kémiai kémiai megirésa?

Fig.2: Example of orthographic normalization with aligned human-annotated

and model-generated questions.

Szeged, 2026. januar 29-30.
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Szeged, 2026. januar 29-30.

Original text (pre-fixing)

Felsd-Magyarorszag
legszebb
vidékeit Ordkitette meg szinte
fénykép
ip
ontossaggal
és 111a is friss hatéasa
szinezéssel.
60 -
65
cm. -nyi
eartonlap
okra ragasztott
vizfestm ényeit négy nagy
albumba foglalva az Akadémia a
konyvtar Orizetére
bizta. (L. Ak. Ert. 2. k. 207.
1
)

Fixed text (post-fixing)

Felsd-Magyarorszag legszebb
vidékeit Ordkitette meg szinte
fényképi pontossaggal és maig

friss hatasa szinezéssel.

60-65 cm.-nyi kartonlapokra
ragasztott vizfestményeit négy

nagy albumba foglalva az
Akadémia a konyvtar Orizetére
bizta. (L. Ak. Ert. 2. k. 207.
1.)

Fig. 3: Qualitative comparison of a part of the dataset, before and after the fixing

of the orthography.
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B

Prompts used for the Large Language Model-based
techniques

System Prompt

Improve the clarity and grammar of the following question and gener-
ate an abstractive answer based on the provided context.

Keep all the JSON fields in Hungarian, except for the keys.

If the question can’t be answered using the provided context, simply
leave both fields of the JSON object empty.

Return a JSON object following the provided JSON schema.

User Input (Document Title + Question + Context)

Document title: {TITLE}
Question: {QUESTION}
Context: {EXTRACTIVE-ANSWER-WITH-ADDITIONAL-SURROUNDING-TOKENS

Fig.4: Prompt for question refinement and abstractive answer generation. The
system defines the task, and the user provides the document title, question, and
context.

You're a chatbot working in an exhibition of the Hungarian Academy of

Sciences (MTA).You will hold conversations only related to the

—
exhibition and history of the academy. The history of the academy and

— additional exhibition info will be given to you in the CONTEXT below.

< Respond in Hungarian only, and don't mention the context given to you

— in the system prompt to the user, respond naturally. Answer the

— user's questions based on the CONTEXT. Make sure to ONLY use the

— knowledge given in the CONTEXT, if the CONTEXT doesn't contain

— information relevant to the question, just answer with 'Nem tudom.'.

CONTEXT:

{EXHIBITION_GENERAL_INFORMATION_DOCUMENT}
{RETRIEVED_DOCUMENTS}

Fig. 5: System prompt for answer generation in the final step of the pipeline.
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You are a Hungarian document orthography repair model. You will be given

— documents with irregular orthography, typically caused by extraction

— from a PDF's text layer. Your task is to rewrite the text to standard
— Hungarian orthography. Do not process or modify text in any language

— other than Hungarian. Return only the corrected Hungarian text,

< preserving paragraphs separated by empty lines. Do not include

— comments, explanations, or additional text in your output.

Examples:

Input: 'A kov etke z & sza vak hiba sak: pld. szdoké z ek.'
Output: 'A kovetkezd szavak hibasak: példaul szdkozdk.'

Input: 'E z e gy pro b a sz veg.'

Output: 'Ez egy prébaszdveg.'

Input: Gleichzeitig ordnete die Akademie die Ordnung und Katalogisierung,
— sowie die Ausgabe eines gedruckten Verzeichnisses der Sammlung an.

— vallas-

erkdlcsi, t ars ad almi, kulturalis és politi kai szereplé sérdl.

Output: Gleichzeitig ordnete die Akademie die Ordnung und

— Katalogisierung, sowie die Ausgabe eines gedruckten Verzeichnisses

— der Sammlung an.Vallaserkdlcsi, tars adalmi, kulturalis és politikai
— szereplésérdl.

Fig. 6: System prompt for the OCR document orthography fixing.

Generate a passage in Hungarian as an answer for the question below:
{PROMPT?}

Fig.7: Prompt for HyDE and Query2Doc.

Determine if the following two questions are related. Answer with
'yes’ or 'no’ only.

Question 1: {QUESTION1}
Question 2: {QUESTION2}
Are these questions related?

Fig. 8: Prompt structure used to assess question relatedness. The system sets up
the task, while the user provides two questions to be compared.
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System Prompt

Given a chat history and the latest user question

which might reference context in the chat history, formulate a stan-
dalone question

which can be understood without the chat history.

Do NOT answer the question — just reformulate it if needed, other-
wise return it as is.

User Input (Chat History + Question)

{chat_history}

Fig.9: Prompt for generating a standalone version of the user’s latest question
based on chat history. The system defines the task, and the user provides the
chat context.

System Prompt

Improve the clarity and grammar of the following question and gener-
ate an abstractive answer based on the provided context.

Keep all the JSON fields in Hungarian, except for the keys.

If the question can’t be answered using the provided context, simply
leave both fields of the JSON object empty.

Return a JSON object following the provided JSON schema.

User Input (Document Title + Question + Context)

Document Title: {TITLE}
Question: {QUESTION}
Context: {CONTEXT}

Example JSON Output

{
"fixed_question": {FIXED_QUESTION},
"abs_answer": {ABSTRACTIVE_ANSWER}
¥

Fig.10: Prompt for improving question clarity and generating an abstractive
answer based on a given document context.

76



PARBESZED






XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

200 o6ra lett, maradhat? A BEA-Dialogue+
korpusz

Gedeon Maté!2, Barta Piroska Zsofial2, Mihajlik Péter’3, Mady Katalin®

! Budapesti Miiszaki és Gazdasagtudomanyi Egyetem,
Tavkozlési és Mesterséges Intelligencia Tanszék
2 Speechtex Kft.
3 ELTE Nyelvtudomanyi Kutatokozpont
gedeonm@edu.bme.hu, mihajlik@tmit.bme.hu

Kivonat A BEA-Dialogue korpusz, amely péarbeszédes beszédfelisme-
rési feladatokra késziilt, szigoru beszélsfiiggetlen felosztésa révén ugyan
objektiv értékelést tesz lehetévé, de jelentésen korlatozza a rendelkezésre
4ll6 tanitbadat mennyiségét. Munkank célja feltarni, hogy a fiiggetlenségi
feltételek részleges enyhitése — a beszélgetSpartnerek és kisérletvezetSk
személyeinek atfedését megengedve a halmazok koézétt — milyen mérték-
ben noévelheti a felhasznalhaté adatmennyiséget és ez hogyan befolyésol-
ja a parbeszédes leiratoz6 modellek teljesitményét. Ennek eredménye a
BEA-Dialogue+ korpusz, amely a korabbi 85 6rdhoz képest lényegesen
tSbb, Gsszesen 200 éranyi lejegyzett természetes beszélgetést tartalmaz,
mikdzben megérzi a {6beszéldk teljes szeparéacidjat. Az Osszehasonlito
kisérletek soran tobb Whisper- és Fast Conformer-alapt modellt kiérté-
keltiink, utobbiakat finomhangolva is Serialized Output Training (SOT)
modszerrel. Eredményeink azt mutatjak, hogy a finomhangolas nélkiili
modellek teljesitménye a korpusz komplexitasanak névekedésével romlik,
mig a SOT-alapi finomhangolas négy metrikdban (WER, CER, cpWER,
cpCER) is jelentGsen javitja a teljesitményt. A BEA-Dialogue+ méreté-
bél adoddan értékes 4j erdforras a magyar dialogusleiratozéd rendszerek
fejlesztéséhez és lehetGséget ad a magyar rendszerek egységes kiértékelé-
sére.

Kulcsszavak: dialoguskorpusz, gépi beszédfelismerés, tobb-beszélds ASR

1. Bevezetés

A magyar nyelvii gépi beszédfelismerés (ASR, Automatic Speech Recognition)
— kovetve a vilagtrendeket — jelentss fejlédésen ment keresztiil az elmult évek-
ben, mind az elérheté adatmennyiség, mind pedig a felhasznalt modellek kifino-
multsaga tekintetében (Mihajlik és mtsai, 2024; Dobsinszki és mtsai, 2026). A
folyamatosan b&viils, kutatasi célra publikalt spontéan beszédet tartalmazo adat-
bézisok k6zott megemlitend6 a BEA-Large és annak dialogusalapu valtozata, a
BEA-Dialogue (Gedeon és mtsai, 2025). Ezek az adatbazisok fontos eszkozoket
jelentenek a magyar ASR-rendszerek tanitasahoz és kiértékeléséhez, kiilonosen a
spontan beszéd, és természetes parbeszédek leiratozasaban.
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A BEA-Dialogue korpusz a BEA-Large felvételeibdl lett szarmaztatva, a célja
pedig az, hogy parbeszédszerd egységekbe szervezett, természetes kommunika-
cios helyzeteket biztositson a beszédfelismerd rendszerek szamara. A Kkorpusz
létrehozasakor azonban alapvetd kritérium volt a teljes beszél6fiiggetlenség meg-
Orzése a tanitod-, validacios- és teszthalmazok kozott, hogy a kiértékelés valoban
objektiv képet adjon a modellek altalanosito képességérdl. Ez a szigoru feltétel
ugyanakkor azzal a kévetkezménnyel jart, hogy a BEA-Dialogue effektiv adat-
mennyisége jelentésen csokkent: a publikalt valtozat mindossze 85 6ranyi beszél-
getést tartalmaz, szemben a BEA-Large eredeti 255 6ras terjedelmével.

Ez a csokkenés kiilonGsen hatranyos lehet a modern, neuralis hal6zatokon
alapul6 beszédfelismerd rendszerek szamara, amelyek teljesitménye erésen fiigg
a rendelkezésre allo adatmennyiségtsl és annak sokféleségétSl (Roger és mtsai,
2020). Ebbdl kiindulva, jelen tanulmanyban azt vizsgaljuk, hogy a szétosztasi fel-
tételek enyhitésével — azaz a beszélofliggetlenség részleges feloldasaval — mennyi-
vel nagyobb adathalmaz allithato els, és hogy az igy létrejovs kiterjesztett kor-
puszon tanitott modellek teljesitménye hogyan viszonyul a szigoruan fliggetlen
bontast valtozatokon végzett kisérletekhez.

A fiiggetlenség felold4sa viszont automatikusan adatszivargasi (data leakage)
problémakat jelent. Noha egy konkrét felvétel természetesen nem keriilhet egy-
nél t6bb halmazba (mint példaul tanito, validalo vagy kiértékels halmazba) és a
fébeszélok atfedését is elkeriiltiik a halmazok kozott (f6beszélének az elsGdleges
adatkozl6t nevezziik), de a kisérletvezetSk és beszélgetSpartnerek tobb halmaz-
ban is el6fordulnak. Igy az eredmények altalanosithatosagat ovatosan kell kezelni
(Kapoor és Narayanan, 2023), viszont megjegyezziik, hogy a beszél6k atfedésének
megengedése (nem kisziirése) bevett gyakorlat olyan adatok esetén, ahol ennek
kikiiszobolése szinte lehetetlen (pl. broadcast news) (Arisoy és mtsai, 2007).

A kisérletek sordn hasznalt BEA-Dialogue+ korpusz kutatasi célra elérhets!.

2. Adatok

A BEA-Dialogue korpusz kifejezetten parbeszédes beszédfeldolgozasi kutatasok
céljara késziilt. A korpusz alapjat a BEA adatbazis (Neuberger és mtsai, 2014)
242 olyan beszélgjének Mady és mtsai (2024) szerint lejegyzett felvételei adjak,
akik korabban nem szerepeltek a BEA-Base adatbézisban (Mihajlik és mtsai,
2022).

Az 1j adatallomany létrehozasa soran a felvételekben szerepld megszolala-
sokat id6bélyegeikkel és beszélazonositoikkal egyiitt (SPK — f6beszéls, EXP —
kisérletvezetd, DP — beszélgetGpartner) gytjtotték ki. A parbeszédeket a felvéte-
lekben talalhatd sziinetek mentén vagtak szegmensekre, igy jottek létre a termé-
szetes hatarokkal rendelkezd, koherens dialdégusrészletek. Ezeket a révidebb egy-
ségeket kés6bb nagyobb, koriilbeliil 30 masodperces szegmensekké egyesitették,
amelyek jol hasznalhatoak automatikus beszédfeldolgozasi és nyelvtechnologiai
feladatokhoz.

! https://phon.nytud.hu/bea/
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A korpuszban a f6beszélgkon tul tobb néi és férfi kisérletvezetd, illetve beszél-
get&partner is szerepel, ami valtozatos beszédhelyzeteket és interakcids mintékat
biztosit. A BEA-Dialogue esetén a tanitod (train), validacios (dev) és kiértékelési
(eval) részhalmazok minden beszélgben diszjunktak. Ennek érdekében a felosztas
harom kisérletvezets személyhez kot6dGen tortént, dgy, hogy az egyes halmazok
kozott sem a f6beszéldk, sem a partnerek ne ismétlédjenek. Ennek kévetkeztében
példaul a discourse modul — az egyediili modul amelyekben a beszélgetGpartne-
rek is szerepelnek — néhény beszéls esetében nem keriilt bele az adathalmazba.

Az igy létrejott BEA-Dialogue a BEA-adatbéazis eddigi legnagyobb parbeszé-
des részgytijteménye, amely biztositja a beszélsfiiggetlen szétosztast. Viszont ez
a fliggetlenség komolyan korlatozta a létrehozhato korpusz méretét.

A BEA-Dialogue+ esetén a feltételt ugy enyhitettiik, hogy csak a f6beszéls
esetén koveteltiik meg a fliggetlenséget. Az eredményt a 1. tablazat foglalja Ossze.
Mint lathato, igy 85 orardl 200 6rara névekedett az adatmennyiség. A dev és eval
halmazok méretdsszege hasonlé mindkét verzional, de a BEA-Dialogue+ esetén
kiegyenstulyozottabb a kettd.

| BEA-Dialogue BEA-Dialogue+

| Train Dev Eval | Train Dev Eval
# Speakers [f|m] 121 | 67 316 29016 | 179|126 114 15| 2
7# Segments 9,179 577 1,906 25,193 1,084 1,207
# Words 532,732 34,056 105,472 1,587,977 65,399 75,119
# Characters 3,217,617 206,740 641,628 | 9,402,372 387,251 445,382
# Nonlexical units 44,013 1,662 7,041 113,361 3,482 5,286
Avg. # Speakers / Segment 1.77 1.92 1.61 1.97 1.81 1.94
Avg. # Utterances / Segment 10.99 8.68 9.74 10.39 8.48 9.91
Avg. Segment Duration [s] 26.23 26.31 26.09 26.21 26.0 25.95
SPK Duration [h] 46.41 3.18 9.64 111.66 4.60 4.99
EXP Duration [h] 15.40 0.61 2.13 54.03 2.27 2.83
DP Duration [h] 1.39 0.38 0.76 16.82 0.76 0.81
Liter. Overlap Duration [h] 1.60 0.21 0.26 8.58 0.31 0.40
Total Overlap Duration [h] 3.28 0.29 0.40 14.54 0.44 0.65
Total Duration [h] ‘ 66.87 4.22 13.81 ‘ 183.41 7.83 8.70

1. tablazat. Metaadatok a két BEA-Dialogue valtozathoz.

Az adatmennyiségen kiviil érdekes valtozas, hogy a fél perces szegmensekre
juto beszélovaltasok szama is megvaltozott a feltétel enyhitésével (1., 2. abrak).
Mint lathato, az Gj korpusz kevesebb esetben tartalmaz nulla vagy egy valtast,
igy a feladat varhatéan nehezedik, hiszen tobb esély van a rabeszélésre, ami
kiilonésen megneheziti a leiratozast. Ezt igazolja az 1. tablazat "Total Overlap
Duration" sora, ami minden, a beszélk altal keltett hangatfedést Gsszesit, de
kiilénosen a "Literal Overlap Duration" ami a szévegesen lejegyezett, ill. a jelen
tanulmanyban beszédfelismerési kisérletekben kiértékelt atfedé beszédrészeket
Osszesiti.
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2. abra: Beszélovaltasok szaménak eloszlasa (szegmensenként) a
BEA-Dialogue+ esetén.

3. Kisérletek

A BEA-Dialogue+ adathalmaz esetében a BEA-Dialogue eredeti cikkében (Ge-
deon és mtsai, 2025) bemutatott modellekkel megegyezseket tanitottunk, amiket
sajat fejlesztésti modellekkel is kiegészitettiink. A tanitas soréan a Serialized Out-
put Training (SOT) Kanda és mtsai (2020) modszert alkalmaztuk, amelyben a
beszélgvaltasokat egy <sc> (speaker change) token jelzi. Ezeket a tokeneket ugy
illesztettiik be, hogy minden beszélé megszolalasai egyben maradjanak, még ak-
kor is, ha egy maésik beszéls kozbeszolt. Ezzel a modellt a beszélShatarok felis-
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merésére tanitjuk, mikézben megdérizziik az egyes megszolalasok nyelvi egységét.
Példaul:

Szia, megkaptad a levelet? <sc> Igen, épp most olvasom. <sc> Mit gon-
dolsz rola? <sc> Elég érdekes, szerintem megéri megbeszélni.

A tanitashoz az adatbazisbol eltavolitottuk a hezitaciokat, a nevetést és min-
den egyéb, annotalt nem-szoveges eseményt (Mady és mtsai, 2024). A modelleket
kizarblag a megtisztitott, verbalis tartalmon tanitottuk és ezen az adaton érté-
keltiik ki. Tovabba a hatékonyabb tanitas érdekében a tanitohalmaz kiugrdéan
hosszu szegmenseit nem hasznaltuk fel a tanitashoz.

Az értékelést WER (Word Error Rate, szészinti hibaarany) és CER (Cha-
racter Error Rate, karakterszintd hibaarany) metrikak alapjan végeztiik, illetve
ezeknek a dialogusra finomitott (cpWER, cpCER) valtozataival. Utébbiak mini-
malizaljdk a hibdkat az Osszes lehetséges permutacié kozott, ahol az egységeket
a <sc> tokenek zarjak kozre. Mivel egyes szegmensek tObb mint tiz beszéls-
valtast tartalmaztak, az Osszes permutécié kiértékelése nem volt kivitelezhet6.
Ennek megoldasara hibrid stratégiat alkalmaztunk: legfeljebb hét beszélgvaltasig
minden lehetséges permutéciot kiszamitottunk, mig a nagyobb szamu valtasok
esetében beam search algoritmust hasznaltunk a kozel optimélis eredmények el-
érésére.

A finomhangolt modellek esetében tovabba beszamolunk a beszélGvaltasok
meghatarozasédnak pontossaganak (scAcc) értékérdl is, amely azt mutatja meg,
hogy a modell az esetek hany szazalékaban josolta meg helyesen a <sc> tokenek
elofordulasait. A tanitasokhoz az NVIDIA NeMo eszkoztarat (Kuchaiev és mtsai,
2019) hasznaltuk.

4. Eredmények

A 2. tablazat a BEA-Dialogue korpuszon elért eredményeket mutatja, mig a 3.
tablazat a kiterjesztett BEA-Dialogue+ adathalmazon kapott értékeket tartal-
mazza. Mindkét esetben azonos modelleket és egységes kiértékelési protokollt al-
kalmaztunk, igy az eredmények kozvetleniil 6sszehasonlithatoak. Whisper (Rad-
ford és mtsai, 2022) és Fast Conformer(Rekesh és mtsai, 2023) modelleket érté-
keltiink ki.

A 2. tablazat a Gedeon és mtsai (2025) altal kozolt baseline értékeket tar-
talmazza (a finomhangolt modellt fc_en_1 (ft)-ként jelolve), amelyeket két
tovabbi, magyar adatokon elétanitott FastConformer CTC Large és XLarge mo-
dellel egészitettiink ki, amik Dobsinszki és mtsai (2026) receptturajat kovetik. Az
egyik ilyen modell (fc_hu_1) architekturalisan megegyezik az angol stlyokbol
finomhangolt Fast Conformer CTC Large modellel, mig a méasik (fc_hu_x1) na-
gyobb méretd Fast Conformer CTC XL modell. Ezek a modellek 2700 6ranyi
magyar beszédanyagon voltak eltanitva, aminek eredményeképpen finomhan-
goléas nélkiil is jelentésen jobb teljesitményt értek el, mint a Whisper modellek,
s6t még az angol sulyokrél finomhangolt Fast Conformer CTC modellnél is ked-
vezGbb eredményeket mutattak. A tablazatban a finomhangolt modellek (ft)
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Model ‘ dev eval

|[WER cpWER CER cpCER scAcc| WER cpWER CER cpCER scAcc
whisper-medium |25.45 25.27 12.61 12.42 29.21  29.12 14.71 14.63
whisper-large-v2| 19.65 19.42 9.84 9.58 - 2450 2442 13.13 13.05 -
whisper-large-v3|21.19 21.04 12.74 12.56 22.21 2213 1227 12.18
fc_hu_1 (zs) 14.75 14.60 6.37 6.23 - | 16.33 1627 776 7.71 -
fc_hu_x1 (zs) 13.27 1317 589 5.76 15.48 15.43 747  7.42
fc_en_1 (ft) 19.69 19.53  7.95 7.78 69.32] 20.56 20.44 9.11 9.00 82.16
fc_hu_1 (ft) 12.19  11.96 563 545 67.42| 13.90 13.80 7.03 6.93 79.20
fc_hu_x1 (ft) 11.43 11.21 5.32 5.12 70.71| 13.03 12.92 6.65 6.55 80.94

2. tablazat. BEA-Dialogue beszédfelismerési eredmények (%).

Model ‘ BEA-Dialogue-+-dev BEA-Dialogue-+-eval
|[WER cpWER CER cpCER scAcc| WER cpWER CER cpCER scAcc
whisper-medium |30.83 30.73 15.96 15.83 - 30.19 30.06 16.00 15.86 -
whisper-large-v2|24.82 24.70 13.46 13.30 - 25.48 2536 14.68 14.52 -
whisper-large-v3|23.28 23.15 13.15 12.99 - 23.27 2317 13.34 13.22 -
fc_hu_1l (zs) 18.07 1799 811 8.02 - 1891 1880 9.50 9.40 -
fc_hu_x1 (zs) 16.76 16.68 7.68  7.59 - 1732 17.19 9.00 8.88 -
fc_en_1 (ft) 16.30 16.11 742 7.23 73.05| 1649 16.28 829 811 69.11
fc_hu_ 1l (ft) 1497 1478 712 694 70.64| 1519 1499 795 779 67.99
fc_hu_x1 (ft) 12.84 12.67 6.31 6.15 73.05| 13.59 13.42 7.34 7.18 67.56

3. tablazat. BEA-Dialogue+ beszédfelismerési eredmeények (%).

jelzéssel vannak ellatva, mig a finomhangolas nélkiiliek (zero-shot) (zs)-sel. A
finomhangolas utani eredmények tovabb erdsitik a korpusz relevanciajat: még
az alapbol magyarul tanult modellek is profitaltak a parbeszéd-specifikus to-
vabbtanitasbol, ami kiemeli a BEA-Dialogue korpusz értékét a dialogusleiratozo
modellek fejlesztésében.

A BEA-Dialogue+ eredményei alapjan (1d. 3. tablazat) jol lathato, hogy
a finomhangolas nélkiili modellek minden esetben gyengébben teljesitenek a
BEA-Dialogue-hoz képest, jellemzsen legalabb 10% relativ romlast mutatva.
Ennek egyik magyarazata a 2. dbran lathato beszélévaltas-eloszlas: mig a BEA-
Dialogue-ban nagy szamban fordulnak el§ olyan szegmensek, amelyekben nulla
vagy egyetlen valtas torténik, addig a BEA-Dialogue+ esetében tobb a komplex,
t6bb valtast tartalmazo szegmens (kiilonosen az eval halmaz esetén). Ez noveli
a modell szamara a feladat nehézségét, kiillonosen akkor, ha a modell nem kap
explicit informaciot a beszélévaltasok hatarairol.

Ezzel szemben a finomhangolés jelentGsebb javulast idéz el§ ezen a korpu-
szon, aminek tObb oka is lehet. Egyrészt a joval nagyobb mennyiségii tanitéadat
miatt a finomhangolt modellek hatékonyabban képesek alkalmazkodni a BEA-
Dialogue+ sajatossagaihoz, igy a komplexebb, tobb beszélévaltassal jellemezhets
szegmenseket is jobban kezelik. Masrészt nem zarhato ki, hogy a BEA-Dialogue
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bévitése soran létrejott beszélsbeli atfedések (adatszivargas) is hozzajarultak eh-
hez a javulashoz, ami a modell szamara kénnyebbé teheti egy-egy beszélé hang-
janak felismerését. Az eltanitott modellek finomhangolas utan ezen a korpuszon
kiilonosen nagy relativ javulast értek el, de igy is elmaradtak a BEA-Dialogue-on
mért eredményektdl, tehat a feladat nem lett kénnyebb a nagyobb adatmennyi-
ség ellenére, igy a korpusz hasonléan hasznos rendszerek Gsszehasonlitaséra.

Mindkét korpusz esetében megfigyelhetd, hogy a cpWER és cpCER értékek a
WER és CER értékekhez képest minden esetben alacsonyabbak. A javulas mér-
téke valtozo, de jellemzGen a finomhangolt modellek mutatnak nagyobb javulast.

Az scAcc mutatd alakulasa Osszefiiggést mutat a hibaaranyokkal: a nehe-
zebb szegmensekben (t6bb beszélévaltassal) a WER névekedésével parhuzamo-
san romlik a beszélgvaltasok felismerésének pontossaga is. Ez azt sugallja, hogy
az scAcc nemcsak a beszélGhatarok felismerésének sikerességét tiikr6zi, hanem
kozvetetten a feladat nehézségét is indikalja. A jobb scAcc érték viszont nem
feltétlen eredményez jobb WER értéket, ahogy azt az fc_en_1 (ft) illetve
fc_hu_1 (f£t) modellek mutatjak, el6bbi hidba jobb az beszélgvaltasok meg-
hatarozasaban, a leiratozédsban utobbi jobb.

A BEA-Dialogue+ esetében a korpuszbdévités soran létrejott bizonyos mér-
tékd beszélsatfedés kedvezGen hathat a finomhangolt modellek teljesitményére.
Ha a modell ugyanazon beszélé korabbi eléfordulasaival mar talalkozott a ta-
nitéadatokban, kénnyebben képes adaptalédni a hanghoz és annak akusztikai
jellemzdihez. Ennek a hatasnak a kvantitativ vizsgalata tovabbi elemzést igé-
nyel; ugyanakkor az eredmények alapjan valoszintsithets, hogy a javulds csak
részben magyarazhaté adatszivargéssal, mivel a legnagyobb teljesitménynove-
kedés a komplex szegmensekben mutatkozik, ahol inkdabb a parbeszédstruktira
modellezése lehet a dont6 tényezd.

A 4. tablazat egy konkrét példat illusztral (a BEA-Dialogue+ eval halma-
zabol), az egyes modellek kimeneteivel. Egy négy masodperc hosszta hangfajlrol
van sz6, ami egy beszélgetés végén van. A hosszhoz képest sok sz6 elhangzik,
ezek tObbsége egymasra beszélve, amit lathatéan csak a finomhangolt modellek
képesek kezelni.

5. Osszegzés

Ebben a tanulményban bemutattuk a BEA-Dialogue+ korpuszt, amely a ma-
gyar nyelvii parbeszédes beszédfelismerési kutatasok szamaéara jelentés mennyiségi
novekedést jelent a korabbi BEA-Dialogue adatbéazishoz képest. A korpusz lét-
rehozasanak alapvetd motivacidja az volt, hogy a szigoru beszél6fiiggetlenségi
mellett — jelent&sen néveljitk a rendelkezésre allo adatmennyiséget. Az eredmény
egy 200 oras korpusz, amely kozel két és félszeresére boviti a korabbi 85 oras
valtozatot.

A kisérleti eredmények szerint a korpuszbévités kettés hatéassal jar. A finom-
hangolas nélkiili, elGtanitott modellek teljesitménye a BEA-Dialogue+-on mint-
egy 10%-kal romlik a BEA-Dialogue-hoz képest, amit nagyrészt a megnovekedett

85



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

4. tablazat: Osszehasonlitas konkrét példan keresztiil (a BEA-Dialogue

eval halmazabol)

Referencia:

hdt igen j6 kiszonom szépen szerintem elég lesz ennyi <sc> kdszonjiik
<sc> kosz

Modell Leirat WER CER
whisper-medium jo kdszénom szépen szépen szerep 72.73 60.29
whisper-large-v2 igen jo kiszonom szépen kdszongik 54.55 51.47

whisper-large-v3 hdt igen jo okosan szépen szivesen ki-  54.55 44.12

szongiik
fc_hu_1 (zs) hdt igen jo kdszdnom szépen szépen 54.55 51.47
fc_hu_x1 (zs) hdt igen jo kdszénom szépen 54.55 60.29
fc_en_1 (ft) hdt igen jo kdszénom szépen szerintem  27.27 30.88
elég lesz
fc_hu_1 (ft) hdt igen jo kdészonom szépen szerintem — 9.09 14.71

elég lesz ennyi <sc> kdsz

fc_hu_x1 (ft) hdt igen j0 koszonom szépen szerintem  9.09 14.71
elég lesz ennyi <sc> kosz

beszélgvaltasok szama magyarazhat. Ezzel szemben a Serialized Output Train-
ing (SOT) modszerrel finomhangolt FastConformer modellek nagyobb relativ
javulast mutatnak, mint a BEA-Dialogue-on.

A korpusz legnagyobb elénye a jelentSsen megnoévekedett adatmennyiség,
amely lehet6vé teszi a parbeszédes leiratozo rendszerek hatékonyabb tanftasat.
Emellett az egységes szegmensekre bontott korpusz (térekedve a 30 méasodper-
ces szegmensekre) idedlis lehet rendszerek kiértékelésére, 6sszehasonlitdsara. A
beszélsatfedésbdl eredd potencialis adatszivargas hatasanak pontos mértéke to-
vabbi vizsgéalatot igényel, példaul az eddig hasznaltaktol fiiggetlen halmazon va-
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16 kiértékeléssel, ami pontosabb képet adna az adatmennyiség noévelésének és
a beszélGatfedések hatasarol is. Mind a BEA-Dialogue mind a BEA-Dialogue+
regisztralt kutatok szamara letolthetévé és igy "Conversational AI" kutatasok
szaméara hasznosithatova valik a kozeli jovében.
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Local LLM Deployment for Scalable and
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Abstract. Large Language Models (LLMs) have rapidly become central
to natural language processing applications; however, their reliance on
external APIs raises concerns about privacy, cost, and latency. In this
work, we explore the feasibility of deploying Small Language Models
(SLMs) locally for use in Minerva, an Al-based interviewer. We evaluated
several open-source frameworks—Hugging Face Transformers, Ollama,
and vLLM—on an NVIDIA GeForce RTX 4060 Ti, focusing on inference
speed, stability, and accuracy. Using a dataset collected from Minerva’s
polling sessions, we benchmarked multiple SLMs against GPT-40 mini,
currently used in production. Our findings show that vLLM combined
with the Llama 3.1 8B model (GPTQ quantization) achieves substantial
reductions in response latency while maintaining acceptable classification
accuracy across multiple question types, although not all question types.
These results demonstrate that locally hosted SLMs can already partially
replace cloud based APIs in real-time conversational systems, paving the
way for more private, scalable, and efficient Al voice assistants.

1 Introduction

The appearance of LLMs is arguably one of the biggest technological leaps
in recent years. Their ability to understand context (to some degree) and gen-
erate human-like text in real time has sparked interest among both the public
and professionals. Their capabilities also allow businesses to integrate them into
existing workflows or build new applications around them. However, major is-
sues remain. While widely available services such as OpenAI’s ChatGPT API
offer convenient access to LLMs, they require sending sensitive data to third
parties, raising clear privacy concerns. Systems relying on external vendors are
also vulnerable to changes, e.g.: an application built on a specific model can fail
if the vendor discontinues it. Moreover, in some applications, time is critical,
and the added latency can render the entire system unusable due to poor user
experience.

The solution for these problems is running an LLM on local servers; however,
this raises another set of challenges. The LLM has to fit the available hardware,
which for many businesses is consumer-grade, since the expensive, high-capacity
GPUs that are vital for training models like ChatGPT are often financially
infeasible. Therefore, the model has to fit in the available amount of VRAM
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while maintaining the required level of response quality and speed. Due to this,
one of the most important parameter to optimize is the model size. Models
that can fit the consumer-grade GPUs’ with ~ 16 GB VRAM are usually in
the order of a few billion parameters. These are considerably smaller than the
large-scale LLMs with more than 100 billion parameters, therefore in this article
we will call them SLMs (Small Language Models). Due to the wide range of
different use-cases the different frameworks and models have already received
significant attention in the literature, however, these works usually compared
metrics such as throughput (tokens/s) and latency using state-of-the-art GPUs
like the A100, which offer little help to developers in optimizing their system for
hardware constraints and focusing on user experience. (OpenAl et al., 2025) ,
(Kwon et al., 2023) , (Chitty-Venkata et al., 2024)

In this article, we investigate the open-source solutions available for running
LLMs locally to switch the current LLM component, openAI’s API, in our Al
Voice Assistant, Minerva using an NVIDIA GeForce RTX 4060 Ti.

Minerva’s task is to carry out a full public opinion poll automatically via
phone in Hungarian. The system initiates a call to a telephone number and
poses a predefined question using a text-to-speech (TTS) component. After the
respondent answers, the audio signal is passed to an automatic speech recog-
nition (ASR) component, and the resulting raw ASR output is provided to an
LLM for automated response interpretation, that is, for assigning the response
to a predefined answer category. For closed-ended questions, the answer cate-
gory is represented as a numerically encoded value (e.g., 1 = male; 2 = female),
whereas for open-ended questions the verbatim response (i.e., the ASR output)
is returned; in this case, the LLM’s task is limited to determining whether the
received response is relevant with respect to the posed question. Based on the an-
swer category assigned by the LLM, the subsequent step of the human—machine
dialogue is determined. This step may involve terminating the call — if the respon-
dent has completed the questionnaire or does not wish to participate — issuing
a clarification or repetition of the previously asked question, or proceeding to
the next question. Depending on the response to a given question, Minerva may
automatically skip certain follow-up questions; for instance, if the respondent
indicates that they do not intend to participate in the next parliamentary elec-
tion, the system does not inquire about party preference. The raw ASR outputs,
together with the answer categories assigned by the LLM, are logged during the
call and subsequently processed after the completion of the campaign, including
data cleaning, database structuring, and automated analysis. Our goal for this
article is to significantly reduce the time it takes the LLM to process the answer,
speeding up Minerva. This is essential, because Minerva’s user experience highly
depends on this factor, and if it is too slow we can lose participants. In the
current version of it, the LLM that processes the answers is OpenAl’'s GPT-40
mini, however, we found that its response time is relatively slow, around 1 — 1.2
s, while according to the literature in natural human conversation the response
times are between 300 — 500ms. Note, the total response time for Minerva is
determined by the combined latency of the ASR and TTS models alongside the
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LLM’s inference time. These systems should also be improved, however in this
article we focus on improving the LLM. It is important to note that it is not
simply enough to speed up the process for one call, we require fast, concurrent,
real-time responses from the SLM for multiple calls at the same time. (Meyer,
2023), (Stivers et al., 2009)

2 Data

We conducted our research on available local SLM frameworks and models,
using a dataset we collected in May from the 12th to the 16th. The aim of the
research, conducted using Minerva, was to map the general well-being, prob-
lem awareness, sense of security, and political attitudes of the Hungarian adult
population. 50 robots—copies of Minerva—called at the same time completely
automatically without any human intervention. Our data showed, that some-
where between 20 — 30 calls was the average number of active calls at the same
time, the remaining robots were waiting for the receiver to answer the phone.
The telephone numbers were randomly selected. In the version of Minerva used
during this data collection the operational LLM was GPT-40 mini. The ques-
tions we asked are shown in Table 1. From this point on, we will reference the

uestions with their IDs.

ID |Text Category
1 |Can we start? 3 categories
g
Q2 |Are you a man or a woman? 2 categories

Q3 [What do you think is the public mood in our country these|3 categories
days? Do most people feel good or bad?

Q4 |Who or what is primarily responsible for this mood? open
Q5 |What do you think is the biggest problem in the country open
today?

Q6 |Which country or organization do you think poses the great- open
est threat to the world?
Q7 |The first statement is that the cost of daily shopping has|5 categories
increased significantly. To what extent do you agree with
this?

Q8 |The next statement is that the cost of living is a problem.|5 categories
Do you completely disagree with this, or do you tend to
disagree, tend to agree, or completely agree?

Q9 |And how much do you agree that we have enough savings|5 categories
for the unexpected?
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ID |Text Category
Q10|The following statement: If T get sick, I know I will be in|5 categories

good hands with public healthcare. To what extent do you
agree with this?
Q11|The following statement: I find the prospects of the young|5 categories
generation for the future worrying.
Q12|And finally, I believe that there will be no war in Hungary|5 categories
in the next five years.
Q13|Now I'm going to list political leaders, and I'd like to know if|  open
you had to describe them in one or two words, what would
you say about them? So, how would you describe Viktor
Orbén in one word?
Q14(What about Péter Magyar? open
Q15|And Donald Trump? open
Q16|And Vladimir Putin? open
Q17|My next question: if parliamentary elections were held this|4 categories
Sunday, would you go to vote? Would you definitely go, or
probably go, or probably not go, or definitely not go?
Q18|If there were parliamentary elections this Sunday, which|7 categories
party would you vote for?
Q19|Finally, T would like to ask what your highest level of edu-|4 categories
cation is? Primary, secondary or higher education?

Table 1. The questions we asked during our data collection campaign in May.
Some of the questions have a given number of categories, this means, that the
SLM had to select the correct category for the given answer from that many. In
the case of the open-ended questions, the SLM had to decide whether the answer
received make sense, and if it does, it had return it back as it received. In the
closed questions with a given number of categories we introduced another, which
is the "I can not interpret the answer" category for the cases where the SLM
is unable to determine the correct category. It is important to note, that this is
different from the case where the responder explicitly says, they do not wish to
answer.

We used 1000 of the questions’ answers along with their output coming from
GPT-40 mini as Minerva proceeded with those outputs. However, in order to
determine how precise is that output, we manually evaluated a subset of the
data. This hand-checked dataset consisted of 200 answers for the questions: Q2,
Q17, Q18, Q3, Q9. Due to GDPR reasons, we cannot publish the raw answers
coming from the responders, however a processed, cleaned dataset of the answers
is available on https://minervaintezet.hu/ for research purposes.

The reasons why we selected these questions for hand-checking are the fol-
lowing:

— Q2 is one of the simplest question, if a model is not up to our expectations
on this question, we do not investigate it further.
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— Q17 and Q18 are among the most important questions in the field of political
public opinion polls, therefore any models we might select to replace GPT-40
mini have to perform very well on these questions.

— Q3 is a binary categorical question (plus the "Did not answer"), which is
also a common type of questions in public opinion polls.

— Q9 is more challenging since the differences between the categories are much
narrower than in the other questions’ cases. Any model that performs really
well on this is a very good candidate for the replacement.

At this point we had not worked with the open questions yet. The reason for
this decision, is that the purpose of this smaller, manually-checked dataset is to
filter out the acceptable SLMs among the thousands of available, open-weight
models for further investigations and we believed that the open questions are
easier to evaluate—since the logic for them is that the SLM has to determine
whether the responder answered the question and if they did, return the orig-
inal text—than those we selected. In Table 2. we compared the hand-checked
categories to the GPT-40 mini categories. For Q2, Q18 and Q3 the differences
are effectively negligible, however for Q17 and Q9 they are significant. Upon fur-
ther analysis, the reasons for this are the following; the model has a slight lack
of ability to make a distinction between the similar intents like: tend to agree,
completely agree; in addition the model can not handle the double negation that
is quite common in Hungarian e.g.: 'Nem lehet nem ra szavazni’-’It is impossible
not to vote for him’.

D Q2 QL7 Q18 Q3 Q9
Number of matching answers|200 (100%)|184 (92%)|198 (98%)[196 (96%)|176 (88%)
Table 2. The number of matching answers between the hand-checked and GPT-
4o mini versions, for clarity, relative agreement rates (percentages) are reported
alongside absolute counts. In the case of the two 4-category questions, Q17 and
Q9, the differences are significant, the others are negligible. This is due to two
reasons: one, the slight inability of the model to make a distinction between
the similar intents like: completely agree or tend to agree. Second, the double
negation which is relatively common in Hungarian, but tends to mislead the
model.

3 Frameworks

We experimented with several frameworks for running SLMs locally. While
user-friendly applications like GPT4ALL exist, our use case required precise
parameter control and integration within a 16GB VRAM (NVIDIA RTX 4060
Ti) hardware constraint. We initially utilized Hugging Face Transformers and
Ollama but migrated to vLLM to address performance bottlenecks and lack of
well-developed concurrent processing. All selected frameworks and models are
free and compatible with commercial deployment.
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3.1 Hugging Face Transformers

The Hugging Face Transformers library provides a unified API for state-of-
the-art NLP models across PyTorch and TensorFlow. Its primary advantage is
the extensive Model Hub, which facilitates local execution for privacy-sensitive
or resource-constrained environments. While highly modular and supported by
optimization tools like Accelerate and Safetensors, it can be less efficient than
specialized inference engines for high-throughput tasks. (Wolf et al., 2020)

3.2 Ollama

Ollama is a lightweight framework that simplifies local LLM deployment via a
command-line interface. Built upon 1lama. cpp, it supports GGUF quantization,
allowing the deployment of larger models that might exceed VRAM limits when
using standard Transformers formats. While Ollama excels in ease of use and
local memory management, it proved insufficient for our specific requirements
regarding high-concurrency workloads.

3.3 vLLM

vLLM is a high-throughput library optimized for memory-efficient inference.
Its core innovation, Paged Attention, minimizes memory fragmentation and
maximizes GPU utilization, enabling larger batch sizes and lower latency. We
specifically leveraged Automatic Prefix Caching (APC), which caches the
KV cache for shared prompt prefixes to reduce inference time. This is particularly
effective for our Minerva implementation, as detailed in Section 4. Additionally,
vLLM supports the Marlin kernel for GPT(Q quantization, which our testing
confirmed significantly accelerates inference on consumer-grade hardware.

4 Methodology

In this section, we describe the tests we conducted on the available data and
how we evaluated the results. In the first test, we fed the answers to the SLM,
measured run time and compared the output to the manually verified version.
As mentioned in Section 1. the main goal is to reduce the response processing
time while maintaining the required quality of the output. In the second test,
we focused on the concurrent inferences speed.

4.1 First test

In the first test, we worked with Hugging Face Transformers and Ollama.
We used the manually verified categories as a comparison, and knowing that
the SLM is prone to misclassifying the Q17 and Q9 questions, we accepted the
SLM'’s output if it differed the manually verified class by one category, e.g.: If
the real output was "completely agree" and the SLM’s output was "tend to
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agree", we accepted it, this is because the path of the questionnaire changes
only if the answer is 'completely disagree’—e.g.: if the receiver does not wish
to vote in the next election, we will not ask who would they vote for—while
in Minerva’s operation the differences like the one between ’'tend to agree’ and
‘completely agree’ are negligible. However, the errors due to double negation,
where the SLM’s output was "completely disagree", while the real output was
"completely agree" or "tend to agree" remained, these could affect the poll’s
course, leaving out some questions. Apart from the number of matching outputs,
other important statistics are the number of outputs in the correct form. This
is due to the fact that the SLM has to integrate seamlessly into Minerva, and a
key part of this is producing the output in the form that is compatible with the
other blocks. And last but certainly not least, we measured the run time. In this
case, when we speak about run time, we mean the time that elapsed between
the SLM receiving the prompt until it produces an output.

4.2 Second test

In the second test, we worked with vLLM. We used the same methodology
as we did in the first test for scoring, however one major difference is that since
the hand-categorized answers are not enough for this test we used the whole
dataset and we accepted the GPT 40 mini’s categories as the correct ones, as
Minerva successfully already ran multiple poll campaigns using it. In order to
test the framework capabilities of concurrent inference, we loaded the available
prompts into channels separated by random breaks with uniform distributions
representing the time it takes the responder to answer Minerva’s next question.
Although mathematically an exponential distribution should be used in this case,
we wanted to make sure that these breaks remain between controlled bounds. We
also shuffled the prompts in order to avoid abusing the APC mechanics, although
in the log messages after the first run we always saw 90%+ prefix cache hit rate.
During the test, we changed breaks’ distribution. The model of this test is shown
in Figure 1. By concurrent inference we mean that the framework should be able
to process different responses simultaneously and it can happen that while one
channel is processing one, another is waiting for a prompt.
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Fig. 1: The model of the vLLM test. The prompts are processed across a spec-
ified number of channels. The blue blocks represent the time it takes the SLM
to process the prompt and the white blocks represent the breaks between the
prompts.

4.3 Prompt Engineering

During baseline testing we made slight changes to the production prompt. In
the original version we required a given format where the model had to produce
specific Hungarian characters (é4166ii6). We realized, that the smaller, faster
models are prone to miss these e.g.: write "o" instead of "6". Therefore we
made sure to switch the output’s language completely to English, since this
does not affect the user experience on the other side of the phone, Minerva
still speaks Hungarian. Another key takeaway was that, in order to speed up
the process, we had to significantly decrease the number of output tokens. This
meant that we changed our encodings, instead of requiring complete words such
as: "tend to agree", we switched to numeric labels, for example 1 for completely
agreeing and 4 for completely disagreeing. In some questions, especially where the
border between the categories is blurred, e.g.: the border between "completely
agree" and "tend to agree" is much more blurred than in the case of gender
identification, we require the output to have the form:

{'category’ : 1, confidence’ : 60}, {'category’ : 2,/ con fidence’ : 40}

, a Python list with dictionaries in it, where ’confidence’ shows how sure the
model is in its categorization. In the second test we tested how does the run
time change if we only require the ’category’ in the output.

Another important lesson is that in text classification the SLMs heavily rely
on the given examples and system prompts. By listing more examples to each
category, the accuracy increased. Also in case of the vLLM the APC mechanism
required the prompts to be in the form: PREFIX PART + DYNAMIC PART.
In one of the baseline tests we managed to get the inference time from 1.95 s
to 1.24 s just by taking advantage of the APC. The system prompt we used is
relatively simple: "You are a helpful assistant. You give back the answers exactly
as requested! You don’t write anything else!". Apart from these changes we did
not perform further prompt optimization for any model beyond evaluation-driven
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adjustments. These modifications were not validated on a separate development
set, which may affect generalization and is left for future work.

5 Results and Discussion

In this section, we present our results with the 3 different frameworks and
models. We report only the results for the models that managed to pass the initial
baseline tests. One important lesson from the baseline tests was that the smaller
models—typically in the range of 1-4B parameters—Ilack sufficient capability to
process Hungarian text. These include being able to load the model into the
limited VRAM and with a small amount of prompt engineering achieving an
acceptable output on the simplest question, Q2.

5.1 First test results

Our main concern is the run time; therefore, we present the run times first
in Table 3. Both the mean times and the standard deviations are calculated
from the 200 answers we worked with. In the table the "Mean" refers to the
average run time of the 200 answers measured in seconds, the "Deviation" is
the standard deviation of these times. We highlighted the best model in this
case, which is the Llama 3.1 8B with Ollama framework. It was expected that
Ollama would generally be faster, as it worked with more quantized versions of
the models, in fact comparing the Hugging Face’s Llama 3.1 results we can see,
that the Hugging Face version is taking approximately twice as much time than
the Ollama version. It is also no surprise that the gpt-oss-20b is the slowest, as
it is the largest model, this trend is further proved by the second largest model,
Gemmad 12B, it is the second slowest model in the Ollama framework. Due to
their sizes we failed to load them into the Hugging Face framework. The standard
deviations are used to determine how stable the model is in terms of run time.
There are some cases, where the deviation is larger than the mean value, which
indicates that these models’ tend to produce extreme values, therefore they are
less stable than others. Even in this statistics, the Llama 3.1 model proves to be
the best, since its maximum deviation is 0.087 which is acceptable for our goal.
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Question Q2 Q17 Q18 Q3 Q9
Framework Model Mean| Std. |Mean| Std. |Mean| Std. |Mean| Std. |[Mean| Std.
HF Llama 3.1 8B | 0.86 |0.004 | 1.02 {0.139| 0.90 | 0.009| 0.90 | 0.006 | 1.09 |0.292
HF Mistral 7B 1.00 |0.052 | 1.62 [2.136| 1.09 |0.682| 1.41 |1.742| 1.36 |1.104
HF Qwen 2.5 7B 0.89 {0.025| 1.20 | 0.28 | 0.95 [0.047 | 0.90 | 0.018| 1.27 | 0.326

Ollama gpt-oss-20b 3.1511.316 | 3.17 [ 1.989 | 3.20 |1.774| 3.34 |1.856 | 4.33 |3.234

Ollama | Llama 3.1 8B |0.43|0.025|0.57 |0.087|0.47 |0.023| 0.48 |0.014| 0.54 |0.082

Ollama |Gemma 3 12B Q4| 0.95 [0.078| 1.52 {0.142| 1.37 |0.065| 1.11 [0.064 | 1.50 | 0.094

Ollama Mistral 7B 0.37 [0.153| 0.61 {0.876| 0.45 [0.139| 0.64 |0.666 | 0.59 |0.422
Table 3. The run times and their deviation for the different models. In this table
HF stands for Hugging Face, Ollama for Ollama server and Std. for standard
deviation. All of the models were 'Instruct’ versions. The Llama 3.1 model with
Ollama framework is highlighted as it performed the best in terms of Mean run
times for Q17, Q3, Q9. In Q2 and Q18 Mistral is slightly faster in Mean, however
in these cases Llama has a much smaller Deviation, which means its run time is
more predictable, which better suits our system.

In Table 4. we present our results for accuracy. The "NoCFA"—Number of
Correctly Formatted Answers—columns show, how many of the inputs got an
output in the correct form, that is compatible with other parts of Minerva. Their
maximum value is 200. The "Score" columns show the ratio of the correctly-
formed answers that matched with the manually verified categories. This means
that if for a model the "NoCFA" is 100, and their score is 0.5, then the number
of matching outputs is 50. If any model produces somewhere around 90 + %, we
consider it acceptable. In this table we highlighted the fastest model, Llama 3.1
and even in terms of accuracy it is acceptable for us.

Question Q2 Q17 Q18 Q3 Q9
Framework Model Score|NoCFA [Score| NoCFA |Score|NoCFA [Score| NoCFA |Score| NoCFA
HF Llama 3.1 8B | 0.99 | 200 [0.755| 200 |0.90| 200 [0.885| 200 |0.845| 200
HF Mistral 7B 0.985| 200 |0.838| 191 [0.905| 199 [0.937| 190 |0.706| 197
HF Qwen 2.5 7B ]0.99| 200 [0.835] 200 |0.81| 200 |0.915] 200 |0.75| 200
Ollama gpt-0ss-20b 1 198 [0.91| 200 |0.90| 200 |0.93| 200 [0.810| 200
Ollama | Llama 3.1 8B [0.99| 200 |0.85| 200 |0.89| 198 |0.89| 200 [0.81| 200
Ollama |Gemma 3 12B Q4| 1 148 10.90| 198 |0.75| 24 |0.92| 38 [0.93| 177
Ollama Mistral 7B 0.99| 195 |0.89| 194 |0.88| 196 |0.92| 157 |0.82| 159

Table 4. The different frameworks and models’ results in terms of accuracy. The
Llama 3.1 model in the Ollama framework is highlighted, since it is the best in
terms of run times. We consider this accuracy result to be acceptable.

5.2 Second test results

In this test, we worked with the entire available dataset, 1000 answers for
each question. In this case, we only had the categories from GPT 40 mini from
the campaign. Using the first test’s result, we only worked with the Llama 3.1
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model, since by far it was the best combination of speed and accuracy. We tested
two quantization types, one called "AWQ’, the other 'GPTQ’. For this test, we
fixed the number of channels to 20. During this, we noticed that the accuracy
for the open-ended questions is extremely poor. Our investigation showed, that
even the GPT-40 mini performs poorly at returning text exactly as received often
introducing changes. Therefore we made some changes, instead of getting back
the original response, if it was an answer, we only wanted the model to decide,
if the question has been answered. Even with this change we got relatively poor
results, which indicates that additional improvements will be necessary in future
work. We present a part of our results in Table 5, the whole test result is in the
Appendix. The "With confidence’ and "Without confidence’ means, whether we
require the 'confidence’ key in the LLM’s output or not, e.g.:

[{'category’ : 1, confidence’ : 60}, { category’ : 2, con fidence’ : 40}]

or
[{'category’ : 1}, {category’ : 2}]

The results show, that the GPTQ quantization is much faster and they have
very similar accuracy. It is also clear that despite the changes we made in the
open-ended question’s case the accuracy is still not at an acceptable level. The
mean run time is again reported in seconds, the score and the NoCFA are the
same as in the Ollama’s case.

AWQ GPTQ

Questions| With confidence |Without confidence| With confidence |[Without confidence

score| NoCFA [Mean [score| NoCFA [ Mean [score| NoCFA [Mean |score| NoCFA | Mean
Q2 0.98| 1000 | 2.23 10.99| 998 | 1.47 |0.98| 996 |0.81 [0.98| 995 | 0.53
Q17 0.95] 993 |2.86[0.95| 993 |2.28 |0.96| 982 |0.88|0.96| 986 | 0.63
Q18 [0.94| 958 |2.16(0.92| 992 |148|0.95| 961 |0.80[0.94| 979 | 0.51
Q3 0.93] 1000 |2.23 {0.93| 999 |1.47 093] 998 |0.82|0.93| 996 | 0.53
Q9 0.90| 1000 |2.94 {0.90| 1000 | 2.28 |0.90| 1000 | 0.89 |0.90| 1000 | 0.89
Q16 [0.58| 1000 |2.29 [0.58| 998 | 1.51|0.70| 1000 | 0.85|0.71| 1000 | 0.55

Table 5. A portion of the results we got with the vLLM framework using Llama

3.1 8B with two different quantizations. Mean stands for the mean run time.

The rest of our results are in the Appendix.

Finally, to ensure that the vLLM framework can replace the OpenAl API
in production, we modified the breaks’ distribution and measured the response
times. For each run, we calculated the mean and the 95th percentile of the run
times for all questions, and then computed the mean of these statistics and their
standard deviation. We present these results in Figure 2. We can clearly see that
when in the output we require the confidence level as well, the model becomes
much slower; however, even then, in the realistic break range -1-3 seconds, it
might take this long or even longer for the responder to understand the question
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and think their answer through the model is much faster than our current system,
as it takes around 1.0 — 1.2 seconds to process the user’s response.
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Fig.2: The average of the mean and 95th percentile of the runs. The results
with confidence required are in red, and without confidence are in blue. The
x-axis error bars represent the break distribution’s lower and upper limits—
the breaks followed uniform distribution—and the y-axis error bars show the
standard deviation of these statistics across the different questions. As expected,
when we require the SLM to output confidence levels as well, they get slower.
The results also demonstrate, that in the realistic break range—1-3 seconds—the
model is still considerably faster than our current system.

6 Conclusions and future plans

In this study, we presented our test results for several local LLM frame-
works and models using data we collected in May by our AI Voice Assistant,
Minerva. We demonstrated that it is feasible to build a stable system using
the available frameworks and SLMs that can partially replace OpenAl’s API in
latency-critical components. In the future we will integrate the best framework-
model pair into the system, which turned out to be vLLM with Llama 3.1 8B
with GPTQ quantization. Additionally, we intend to improve the model’s per-
formance on the open-ended questions which is currently not at an acceptable
level and further enhance our system by implementing the structured output
option of the prompts.

100



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.
Bibliography

Chitty-Venkata, K.T., Raskar, S., Kale, B., Ferdaus, F., Tanikanti, A., Raffenetti,
K., Taylor, V., Emani, M., Vishwanath, V.: Llm-inference-bench: Inference
benchmarking of large language models on ai accelerators (2024), https://
arxiv.org/abs/2411.00136

Kwon, W., Li, Z., Zhuang, S., Sheng, Y., Zheng, L., Yu, C.H., Gonzalez, J.E.,
Zhang, H., Stoica, I.: Efficient memory management for large language model
serving with pagedattention (2023), https://arxiv.org/abs/2309.06180

Meyer, A.S.: Timing in conversation. Journal of Cognition 6(1), 20 (2023),
https://doi.org/10.5334/joc.268

OpenAl, :, Agarwal, S., Ahmad, L., Ai, J., Altman, S., Applebaum, A., Arbus,
E., Arora, R.K., Bai, Y., Baker, B., Bao, H., Barak, B., Bennett, A., Bertao,
T., Brett, N., Brevdo, E., Brockman, G., Bubeck, S., Chang, C., Chen, K.,
Chen, M., Cheung, E., Clark, A., Cook, D., Dukhan, M., Dvorak, C., Fives, K.,
Fomenko, V., Garipov, T., Georgiev, K., Glaese, M., Gogineni, T., Goucher,
A., Gross, L., Guzman, K.G., Hallman, J., Hehir, J., Heidecke, J., Helyar, A.,
Hu, H., Huet, R., Huh, J., Jain, S., Johnson, Z., Koch, C., Kofman, I., Kundel,
D., Kwon, J., Kyrylov, V., Le, E.Y., Leclerc, G., Lennon, J.P., Lessans, S.,
Lezcano-Casado, M., Li, Y., Li, Z., Lin, J., Liss, J., Lily, Liu, Liu, J., Lu, K., Lu,
C., Martinovic, Z., McCallum, L., McGrath, J., McKinney, S., McLaughlin,
A., Mei, S., Mostovoy, S., Mu, T., Myles, G., Neitz, A., Nichol, A., Pachocki,
J., Paino, A., Palmie, D., Pantuliano, A., Parascandolo, G., Park, J., Pathak,
L., Paz, C., Peran, L., Pimenov, D., Pokrass, M., Proehl, E., Qiu, H., Raila,
G., Raso, F., Ren, H., Richardson, K., Robinson, D., Rotsted, B., Salman,
H., Sanjeev, S., Schwarzer, M., Sculley, D., Sikchi, H., Simon, K., Singhal, K.,
Song, Y., Stuckey, D., Sun, Z., Tillet, P., Toizer, S., Tsimpourlas, F., Vyas,
N., Wallace, E., Wang, X., Wang, M., Watkins, O., Weil, K., Wendling, A.,
Whinnery, K., Whitney, C., Wong, H., Yang, L., Yang, Y., Yasunaga, M., Ying,
K., Zaremba, W., Zhan, W., Zhang, C., Zhang, B., Zhang, E., Zhao, S.: gpt-oss-
120b gpt-0ss-20b model card (2025), https://arxiv.org/abs/2508.10925

Stivers, T., Enfield, N.J., Brown, P., Englert, C., Hayashi, M., Heinemann, T.,
Hoymann, G., Rossano, F., de Ruiter, J.P., Yoon, K.E., Levinson, S.C.: Uni-
versals and cultural variation in turn-taking in conversation. Proceedings
of the National Academy of Sciences 106(26), 10587-10592 (2009), https:
//www.pnas.org/doi/abs/10.1073/pnas.0903616106

Wolf, T., Debut, L., Sanh, V., Chaumond, J., Delangue, C., Moi, A., Cis-
tac, P., Rault, T., Louf, R., Funtowicz, M., Davison, J., Shleifer, S., von
Platen, P., Ma, C., Jernite, Y., Plu, J., Xu, C., Scao, T.L., Gugger, S.,
Drame, M., Lhoest, Q., Rush, A.M.: Transformers: State-of-the-art natu-
ral language processing. In: Proceedings of the 2020 Conference on Em-
pirical Methods in Natural Language Processing: System Demonstrations.
pp. 38-45. Association for Computational Linguistics, Online (Oct 2020),
https://www.aclweb.org/anthology/2020.emnlp-demos.6

101



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

Appendix
model type AWQIAWQ|GPTQ|GPTQ
confidence True |False | False | True
number of channels| 20 20 20 20
Q1 score 0.98 |1 0.98 | 0.97 | 0.96

Q1 NoCFA 1000 | 1000 | 1000 | 1000
Q1 time to answer | 2.23 | 1.48 | 0.54 | 0.82
Q1 time deviation [0.063]0.052| 0.198 | 0.203
Q1 50th percentile [2.232]1.474| 0.581 | 0.868
Q1 75th percentile [2.267|1.512| 0.7 | 0.96
Q1 95th percentile [2.305|1.552| 0.823 | 1.075

Q1 max time 346 | 1.8 | 0.97 | 1.25
Q2 score 0.98 10.99| 0.98 | 0.98

Q2 NoCFA 1000 | 998 | 995 | 996
Q2 time to answer | 2.23 | 1.47 | 0.53 | 0.81
Q2 time deviation [0.104|0.074| 0.201 | 0.199
Q2 50th percentile [2.227(1.477| 0.558 | 0.857
Q2 75th percentile [2.265[1.511| 0.685 | 0.947
Q2 95th percentile [2.303| 1.55 | 0.824 | 1.06

Q2 max time 4.02 | 1.99 1 1.26
Q3 score 0.9310.93| 0.93 | 0.93

Q3 NoCFA 1000 | 999 | 996 | 998
Q3 time to answer | 2.23 | 1.47 | 0.53 | 0.82
Q3 time deviation [0.101|0.063| 0.199 | 0.208
Q3 50th percentile [2.232(1.471| 0.577 | 0.86
Q3 75th percentile [2.266|1.508| 0.693 | 0.963
Q3 95th percentile | 2.3 |1.546| 0.818 | 1.075

Q3 max time 4.1111.99| 0.99 | 1.36
Q4 score 0.84 10.83 | 0.86 | 0.84

Q4 NoCFA 1000 | 1000 | 1000 | 1000
Q4 time to answer | 2.28 | 1.51 | 0.55 | 0.82
Q4 time deviation [0.133/0.084| 0.2 | 0.209
Q4 50th percentile [2.259(1.503| 0.589 | 0.865
Q4 75th percentile [2.319|1.564| 0.707 | 0.972
Q4 95th percentile [2.428|1.674| 0.836 | 1.08

Q4 max time 4.17 1 1.88 | 1.09 | 1.27
Q5 score 0.7910.74| 0.78 | 0.76

Q5 NoCFA 1000 | 1000 | 1000 | 1000
Q5 time to answer | 2.05 | 1.36 | 0.53 | 0.78
Q5 time deviation [0.369]0.084| 0.196 | 0.189
Q5 50th percentile [1.977|1.347| 0.558 | 0.814
Q5 75th percentile [2.074|1.396| 0.68 | 0.913
Q5 95th percentile [2.217|1.517| 0.8 | 1.011
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model type AWQIAWQ|GPTQ|GPTQ

confidence True |False | False | True
Q5 max time 6.54|2.02| 1.26 | 1.21
Q6 score 0.7910.79 | 0.82 | 0.79

Q6 NoCFA 1000 | 1000 | 1000 | 1000
Q6 time to answer | 2.33 | 1.54 | 0.56 | 0.83
Q6 time deviation [0.276|0.114| 0.199 | 0.208
Q6 50th percentile [2.292|1.521| 0.594 | 0.861
Q6 75th percentile [2.381|1.615| 0.709 | 0.976
Q6 95th percentile [2.442|1.688| 0.833 | 1.085
Q6 max time 6.06 |3.44| 1.3 | 1.34
QT score 0.93]10.94| 0.9 0.9
Q7 NoCFA 1000 | 1000 | 1000 | 1000
Q7 time to answer | 3.16 | 2.24 | 0.6 0.87
Q7 time deviation [0.914|0.393| 0.22 | 0.239
Q7 50th percentile | 3.96 [2.364| 0.62 | 0.885
Q7 75th percentile [4.052| 2.41 | 0.764 | 1.018
Q7 95th percentile [4.106(2.455| 0.962 | 1.256
Q7 max time 585514 | 14 | 1.47
Q8 score 0.9310.92| 0.92 | 0.92
Q8 NoCFA 1000 | 1000 | 1000 | 1000
Q8 time to answer | 2.88 | 2.18 | 0.6 0.86
Q8 time deviation [0.869|0.476| 0.218 | 0.228
Q8 50th percentile [2.276|2.361| 0.623 | 0.884
Q8 75th percentile [4.018|2.412| 0.749 | 1.003
Q8 95th percentile [4.096|2.486| 0.94 | 1.214
Q8 max time 4.1715.12 | 1.39 | 1.47
Q9 score 09109 09 0.9
Q9 NoCFA 1000 | 1000 | 1000 | 1000
Q9 time to answer | 2.94 | 2.28 | 0.63 | 0.89
Q9 time deviation [0.888(0.487| 0.215 | 0.235
Q9 50th percentile |2.285(2.368| 0.649 | 0.908
Q9 75th percentile {4.032(2.417| 0.777 | 1.031
Q9 95th percentile [4.103|3.227| 0.954 | 1.279
Q9 max time 5.21(7.26| 1.17 | 1.52
Q10 score 0.94 1094 | 094 | 0.93
Q10 NoCFA 1000 | 1000 | 1000 | 1000
Q10 time to answer| 2.91 | 2.28 | 0.62 | 0.86
Q10 time deviation [0.885]0.488| 0.223 | 0.239
Q10 50th percentile|2.269|2.365| 0.649 | 0.887
Q10 75th percentile|4.028|2.414| 0.775 | 1.005
Q10 95th percentile|4.102|3.231| 0.948 | 1.231
Q10 max time |5.93 |6.92 | 1.42 | 1.86
Q11 score 0.88 10.89 | 0.87 | 0.87
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model type AWQIAWQ|GPTQ|GPTQ
confidence True |False| False | True
Q11 NoCFA 1000 | 1000 | 1000 | 1000
Q11 time to answer| 2.92 | 2.23 | 0.62 | 0.88
Q11 time deviation [0.883]0.414| 0.225 | 0.22
Q11 50th percentile|2.276|2.365| 0.65 | 0.892
Q11 75th percentile[4.019|2.415] 0.786 | 1.003
Q11 95th percentile[4.101|2.491| 0.968 | 1.242
Q11 max time 58 | 5.13| 14 | 1.55
Q12 score 0.86 | 0.86 | 0.86 | 0.83
Q12 NoCFA 1000 | 999 | 1000 | 1000
Q12 time to answer| 3 |2.29| 0.63 | 0.89
Q12 time deviation| 0.9 |0.616] 0.218 | 0.221
Q12 50th percentile|2.287(2.375| 0.667 | 0.905
Q12 75th percentile|4.035|2.424| 0.788 | 1.015
Q12 95th percentile|4.104|2.606| 0.947 | 1.249
Q12 max time | 5.22 [15.21| 1.24 | 1.47
Q13 score 0.69| 0.7 | 0.8 | 0.78
Q13 NoCFA 1000 | 994 | 1000 | 1000
Q13 time to answer| 2.31 | 1.5 | 0.55 | 0.85
Q13 time deviation [0.283]0.174| 0.197 | 0.192
Q13 50th percentile|2.257|1.489| 0.589 | 0.876
Q13 75th percentile|2.312|1.535| 0.703 | 0.988
Q13 95th percentile|2.437|1.657| 0.825 | 1.096
Q13 max time 4.1 16.22] 098 | 1.39
Q14 score 0.5510.56 | 0.7 0.7
Q14 NoCFA 1000 | 997 | 1000 | 1000
Q14 time to answer| 2.3 | 1.5 | 0.54 | 0.84
Q14 time deviation [0.232]0.091| 0.203 | 0.208
Q14 50th percentile| 2.26 |1.486| 0.573 | 0.875
Q14 75th percentile|2.323|1.536| 0.695 | 0.977
Q14 95th percentile|2.431]1.666| 0.83 | 1.096
Q14 max time 4.2 1219 1.32 | 141
Q15 score 0.590.59 | 0.72 | 0.71
Q15 NoCFA 1000 | 998 | 1000 | 1000
Q15 time to answer| 2.3 | 1.5 | 0.56 | 0.84
Q15 time deviation [0.331]0.087| 0.198 | 0.194
Q15 50th percentile|2.257|1.489| 0.597 | 0.879
Q15 75th percentile|2.318|1.533| 0.711 | 0.975
Q15 95th percentile|2.432|1.651| 0.839 | 1.083
Q15 max time |9.43 245 | 1.31 | 1.29
Q16 score 0.58 1 0.58 | 0.71 | 0.7
Q16 NoCFA 1000 | 998 | 1000 | 1000
Q16 time to answer| 2.29 | 1.51 | 0.55 | 0.85
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model type AWQIAWQ|GPTQ|GPTQ
confidence True |False| False | True
Q16 time deviation [0.221]0.162| 0.2 | 0.204
Q16 50th percentile|2.255|1.492| 0.582 | 0.884
Q16 75th percentile|2.311|1.535| 0.705 | 0.981
Q16 95th percentile|2.434|1.652| 0.84 | 1.114
Q16 max time |4.12|5.86| 1.31 | 1.39
Q17 score 0.95]0.95| 0.96 | 0.96
Q17 NoCFA 993 | 993 | 986 | 982
Q17 time to answer| 2.86 | 2.28 | 0.63 | 0.88
Q17 time deviation [0.894| 0.39 | 0.227 | 0.239
Q17 50th percentile|2.271(2.372| 0.653 | 0.904
Q17 75th percentile|4.013|2.413| 0.79 | 1.013
Q17 95th percentile|4.099(2.461| 0.965 | 1.236
Q17 max time 5.8815.94 | 141 | 1.57
Q18 score 0.94 1092 0.94 | 0.95
Q18 NoCFA 958 | 992 | 979 | 961
Q18 time to answer| 2.16 | 1.48 | 0.51 0.8
Q18 time deviation [0.376| 0.19 | 0.203 | 0.227
Q18 50th percentile|2.231|1.477| 0.55 | 0.851
Q18 75th percentile|2.271|1.514| 0.67 | 0.949
Q18 95th percentile|2.315]1.568| 0.812 | 1.068
Q18 max time 4.1116.27 | 1.27 | 1.45
Q19 score 0.89|0.89 | 0.88 | 0.89
Q19 NoCFA 1000 | 1000 | 1000 | 1000
Q19 time to answer| 2.24 | 1.48 | 0.54 | 0.82
Q19 time deviation [0.138]0.063| 0.198 | 0.204
Q19 50th percentile|2.232(1.478| 0.582 | 0.864
Q19 75th percentile|2.269|1.516| 0.696 | 0.963
Q19 95th percentile|2.332|1.565| 0.821 | 1.079
Q19 max time 4.1 [2.03] 1.32 | 1.35
Table 6. All of the results with the two quantizations with and without confi-
dence using vLLM and Llama 3.1.
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Mesterséges parbeszédek, valés eredmények —
dialégus-szimulacié a pontosabb leiratozasért

Gedeon Matét2, Mihajlik Péter!-3

! Budapesti Mfiszaki és Gazdasigtudomanyi Egyetem,
Tavkozlési és Mesterséges Intelligencia Tanszék
2 Speechtex Kft.
3 ELTE Nyelvtudoményi Kutatékdzpont
gedeonm@edu.bme.hu, mihajlik@tmit.bme.hu

Kivonat A spontédn, tobb-beszélds beszélgetések pontos gépi leiratozasa
tovabbra is komoly kihivast jelent a beszédfelismeré rendszerek szamara,
kiilénésen olyan nyelveken, ahol korlatozott a parbeszédes tanitéadatok
mennyisége. Munkéank célja a parbeszéd-szimulacié magyar nyelvii meg-
valdsitasa volt, amely képes a valds beszélgetésekre jellemz6 egyéni ido-
zitési mintazatok reprodukalasira. A megvaldsitds alapjat a BEA-Large
korpusz egyszerepl6s felvételei képezték, amelyekbdl statisztikai model-
lezés (kernel-alapt siirtiségfiiggvény-becslés és Markov-lanc) segitségével
generaltunk kétbeszélés, valésdghtli idézitésti szimulalt parbeszédeket. A
szimulaciéhoz a CallHome és a BEA-Dialogue természetes beszédkorpu-
szokbdl kinyert eloszlasokat alkalmaztuk, és megvizsgaltuk a térszimula-
cié hatasat is. Az igy el6allitott szintetikus adatokkal kiegészitett tanité-
halmazzal finomhangolt Fast Conformer CTC modellek kévetkezetesen
javulo teljesitményt mutattak, mind szdszintli, mind karakterszintii hiba-
aranyok tekintetében. Eredményeink azt mutatjak, hogy a beszél6fiiggd
parbeszéd-szimulacié hatékony mddszer a magyar nyelvii, tébb-beszélos
beszédfelismerés teljesitményének javitasara.

Kulcsszavak: gépi beszédfelismerés, spontan beszéd, parbeszéd-szimulacié

1. Bevezetés

A spontdn beszélgetések leiratozdsa a mai napig komoly kihivast jelent a gépi
beszédfelismerdk szamara. Az olyan sajatossdgok, mint az egymdsra beszélés,
vagy a kozbeszoldsok megnehezitik a modellek szimara a pontos felismerést (Yu
és mtsai, 2016; Kanda és mtsai, 2020). Ennek kovetkeztében azok a modellek,
amelyeket elsGsorban tiszta monolégokat tartalmazé beszédanyagon tanitottak,
gyakran nehézségekbe tlitkoznek természetes, tobbszereplos beszélgetések feldol-
gozésa soran, ahol eléfordul egyidejii beszéd vagy gyors beszélévaltas.
Robusztus, tobb-beszélés modellek tanitdsdhoz nagy mennyiségii, parbeszé-
des stilusi hanganyagra van sziikség. Magyar nyelven azonban ilyen adatbdl
komoly hidny mutatkozik, mivel eléallitasuk rendkiviil munkaigényes annotaciét
igényel. Az adathidny egyik igéretes megoldasa beszélgetések szimuldlasa, pon-
tosabban 1j parbeszédek létrehozdsa kiilonallo, egybeszélds felvételek egymas
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utan helyezésével. Mara bevett gyakorlat ehhez figyelembe venni, hogy &ltala-
ban az emberek mekkora sziineteket tartanak mondataik kozott, vagy mennyire
hajlamosak a masik szavidba vagni (Landini és mtsai, 2022). A gyakorlatban ez
tipikusan olyan statisztikai modellekkel torténik, amelyek a természetes beszél-
getések mintazatait — példdul a megszélalasok kozti szlinetek hosszat vagy az
atfedések gyakorisagat — probaljak reprodukalni. A legtobb korabbi megkdzeli-
tés azonban kizardlag altalanos statisztikakat haszndl és a beszéloket egymassal
felcserélhetonek tekinti. Ennek kovetkeztében a szimulalt parbeszédek gyakran
elveszitik a valds beszélgetések szerepldire jellemzd egyéni sajatossagokat.

E probléma kezelésére sziiletett meg a beszéléfiiggd parbeszéd-szimulacié
(speaker-aware conversation simulation) (Gedeon és Mihajlik, 2025a) koncep-
ciéja. Ennek alapgondolata, hogy minden beszél6 Orizze meg a sajat, jellemzd
mintézatait — hasonldéan ahhoz, ahogyan egy valés beszélgetésben viselkedne.
Ahelyett, hogy minden sziinet- vagy atfedéshosszt egyetlen altaldnos eloszlds
jellemezne, minden beszélore kiilon eloszlas van illesztve az adatok segitségé-
vel. Példaul ha egy adott személy jellemzben gyorsan reagél, a szimuldcié ezt
konzisztensen tiikrozi minden alkalommal, amikor ez a beszélé kertil sorra. Az
angol nyelvii dialoguskorpuszokon végzett kiértékelések azt mutattak, hogy a be-
szélofiiged megkozelités sokkal jobban kozeliti a valds beszélgetések mintazatait
szamos metrika szerint, mint a korabbiak.

Ezekbol az eredményekbdl kiindulva munkénk célja a beszél6fiiggd parbeszéd-
szimulacié megvaldsitdsa és kiértékelése magyar nyelvre. Vizsgdlatunk a BEA-
Large korpuszon (Gedeon és mtsai, 2025) alapul, ami egyszerepl8s felvételekbol
all. Ez idedlis alapanyagot biztosit a mddszertan alkalmazéasira: rendelkezésre all
szamos kiilonb6z6 magyar beszéld nagyszamu megszolalasa, amelyekbdl realisz-
tikus kétbeszél6s parbeszédeket generdlhatunk. Az igy el6allitott adathalmazt a
BEA-Dialogue korpusszal (Gedeon és mtsai, 2025) egyiitt hasznaljuk beszédfel-
ismer6 modellek tanitdsara, majd a BEA-Dialogue kiértékelési halmazin hason-
litjuk 6ssze a kiillonb6z6 konfiguraciok teljesitményét.

A tanulményt a hasznalt adatok bemutatdsdval folytatjuk a 2. fejezetben,
amit a modszertan részletezése kovet a 3. fejezetben. Aztan a kisérletek bemu-
tatasa az eredményekkel egyiitt kovetkezik a 4. fejezetben, majd Gsszegzés zarja
a tanulmanyt.

2. Adatok

2.1. BEA-Large

A BFEA-Large a BEA magyar beszélt nyelvi korpusz egy részhalmaza, amely 433
beszéld tobbnyire spontan beszédét tartalmazza, ezzel megfeleld alapot nytjt a
magyar spontan beszédre épiil6 beszédfelismerd rendszerek kutatdasahoz és Ossze-
hasonlit6 értékeléséhez (Mady és mtsai, 2024).

Tanulmanyunkban a BEA-Large azon beszéléinek felvételeib6l szimulaltunk
parbeszédeket, akik nem szerepelnek a BEA-Dialogue validaciés és kiértékelési
halmazaiban. Igy 240 beszéls ésszesen 58 ezer megszolalasat tudtuk felhasznalni,
koriilbeliil 70 éréas osszidovel.
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2.2. BEA-Dialogue

A BEA-Dialogue a BEA korpusz spontan parbeszédeket tartalmazé része, amely
85 dranyi természetes magyar beszélgetést foglal magdban. Az adatok beszélé-
fiiggetlen (minden beszél§ csak egy halmazban szerepelhet) bontdsban érheték
el, és kifejezetten a parbeszéd-alapi beszédfelismerés és a beszélészegmentdlas
(diarizécié) kutatdsdhoz késziiltek. A korpuszt eredeti formdjéban hasznédltuk fel
a kisérletekhez, tanitas esetén a szimuldlt adathalmazt a BEA-Dialogue tanitéd
halmazahoz adtuk, kiértékeléshez pedig csak a BFEA-Dialogue megfelel6 részét
hasznaltuk.

3. Mddszertan

3.1. Beszélofiiggé parbeszéd-szimulacié

A beszéléfliggd parbeszéd-szimulacié (SASC, Speaker-Aware Conversation Si-
mulation) médszer (Gedeon és Mihajlik, 2025a) olyan tobb-beszélds (tetszéleges
szdmu) beszélgetéseket generdl, amelyek idébeli, szerkezeti és akusztikai tulaj-
donsagai valos beszélgetések alapjan vannak modellezve. A beszélovaltasoknal
tartott szlineteket illetve dtfedéseket egy d valtozd irja le, ahol § < 0 atfedést
(overlap), § > 0 szlinetet jelez, és a negativ tartomdany feletti integral az atfedés
val6szintiségének, poverlap-nek felel meg (2. abra).

Hisztogram-alapt megkozelitések helyett kernel-alapt stirtiségfiiggvény-becslést
(KDE, Kernel Density Estimation) alkalmazunk, hogy a sziinetek eloszldsardl
folytonos becsléseket kapjunk. Az id6zitésbeli konzisztencia érdekében két elosz-
l4s keriil meghatarozasra: D_ azonos beszél8 kozotti atlagos szlinetekre (amikor
nincs beszél6valtas), és ﬁ?g kiilonboz6 beszélék kozotti atlagos sziinetekre. Min-
den s beszéld esetén egy kezdeti bazisérték (u) keriil mintavételezésre a megfelel
eloszlasbdl, mig az azt kovetd sziinetek egy eltérés (v) hozzdaddsaval adédnak:

5 pme +v ha X, =X,_1, v~V
" pd 40 ha X, # X1, v~ Ve

Itt V_ és V. nulla varhaté értékii beszélénkénti "eltérés-eloszlasok”, amelyek
szintén az adatok alapjan keriiltek becslésre.

A beszél6valtas egy elsérendii (dltaldnosithaté n-edik rendiire) Markov-lanccal
keriil modellezésre, ahol az &tmeneti matrix P; ., adja meg annak valdszintiségét,
hogy az el6z6 beszélé utan ki kovetkezik.

Az bsszes beszélé ugyanabban az akusztikus kérnyezetben helyezkedik el: egy
szoba keriil kivalasztdsra a rendelkezésre allé6 RIR~ek (Room Impulse Response,
"teremben felvett impulzusvalasz") koziil, majd minden beszél6hoz egyedi pozicid
rendel6dik a szoban beliil.

A folyamat tomoritett valtozatdt egy pszeudokdd (Algorithm 1) mutatja.
109



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

Algorithm 1 Egyszertisitett beszélofiiggé parbeszéd-szimulacié

1: Nspk beszéls (S) vdlasztasa; RIR-ek hozzarendelése (azonos szoba, kiilénbdzé po-
zicidk)

2: Kezdd beszél6 kivalasztasa X1

3: forn=1... N, do

4 if n > 1 then X,, ~ Py (Xn-1)

5: uy, € Uy, megszdlalds mintavételezése, RIR hozzaadasa — yp,

6 if n=1then =0

7 else if X,, = X,,_1 then

8: if X,, els6 sziinete then p3*™° ~ D_

9: d=pd" +v, v~V

10: else

11: if X, els6 sziinete then pd® ~ D
12: 5= pudif 4o, v~ Vs

13: yn hozzdaddsa a parbeszédhez, ¢ sziinettel

3.2. Statisztikdk készitése

A beszél6figgd parbeszéd-szimulacidohoz harom 6 statisztikdra van sziikség: azo-
nos besz€ld megszolaldasai kézott tartott szinetek, beszélovdltas esetén tartott szi-
netek, beszélovdltds valosziniisége. Fzek kinyeréséhez két adathalmazt hasznal-
tunk fel: az angol telefonbeszélgetéseket tartalmazé CallHome korpuszt (Can-

avan és mtsai, 1997) és a BEA-Dialogue tanitéhalmazst.

A CallHome esetén egy angol nyelvii szimulalt adatbazis 1étrehozasa kdzben
megfigyeltiikk (Gedeon és Mihajlik, 2025b), hogy a publikusan elérheté annotéci-
o0k pontatlanok annak tekintetében, hogy az elhangzott szévegek pontosan mikor
hangoztak el, ami jelen felhasznalashoz kulcsfontossagt informacié. Ezért ehe-
lyett Voice Activity Detection (VAD) modellel Gjraannotéltuk ezeket és az igy
kapott adatokat hasznaltuk fel a modellezéshez. Ehhez alkalmazkodva, itt is a
Silero VAD (Team, 2024) modelljét hasznaltuk fel erre a célra. Mivel a korpusz
sztere6ban, mindkét beszélét kiilon csatornan van tarolva, igy konnyen kinyer-
hetbek a sziikséges statisztikak.

Hogy legyen olyan statisztika is, amit magyar beszédbdl nyeriink ki, a BEA-
Dialogue tanitéhalmazat is felhasznaltuk. Az annotdcidk esetén itt is pontat-
lansdgokat fedeztiink fel, ennek legf6bb példdjaként, hogy a szavak/egységek
elhangzasi idopontjai érintették egymast, tehat az annotacié szerint nem tartot-
tak szlinetet a beszélék. A hangfajlok meghallgatdsa viszont ennek ellenkez6jét
mutatta, igy itt is az elérheté annotaciok feliilvizsgdlatdara volt sziikség. Ebben
az esetben ezt nehezitette, hogy egy savra lett rogzitve minden beszélS, ezért
nem volt elégséges a VAD haszndlat, tobblépéses megkozelitésre volt sziikség.

Elsé 1épésként, egy szinkronizalé (Montreal Forced Aligner) (McAuliffe és mt-
sai, 2017) modellel meghataroztuk az elhangzott szavak (leirat alapjén) idépont-
jat. Mivel szavak menti hatdrokat kaptunk és a statisztikdkhoz nagyobb (pl.
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mondatszint{i) egységek az idedlisak, ezért egy irdsjel-visszadllité modell' segit-
ségével igyekeztiink visszafejteni a mondatok hatéarait.

Mindkét adathalmaz esetén a hasznalt eloszlasokat kernel-alapu stirliségfiiggvény-

becslés segitségével hatdroztuk meg, a = 0, 1 kernel-paraméterrel. Az igy kapott
eloszlasokat a 1. dbra mutatja az azonos beszélék kozti sziinetek esetén, 2. dbra
pedig a beszélGvaltasok esetén.

—— CallHome
3.5 BEA-Dialogue
3.0
2.5
)
@ 2.0
o}
[a)
1.5

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Transition Delay (s)

1. 4bra: Azonos beszélék szliineteinek modellezése.

A beszélévaltasokat a CallHome adathalmaz alapjan, egy elsérendli Markov
lanccal modelleztiik. Az igy kapott atmeneti valoszinliségeket a 3. dbra illuszt-
rélja.

3.3. Adathalmazok létrehozasa

Mint a mésodik fejezetben irtuk, a BEA-Large azon beszéldinek felvételeib6l
dolgoztunk, akik nincsenek benne a BEA-Dialogue validicidés vagy kiértékeld
halmazaiban. Ezekbdl parokat képeztiink, mégpedig gy, hogy egy adott beszélo
pontosan két parosnak legyen tagja, igy probalva egyenstilyozni a minél nagyobb
létrehozhat6 adathalmaz és a beszélok tulhasznaltsaga kozott.

A mondathosszisdghoz hasonlé egységek hasznilata érdekében a felvétele-
ket id6tartam alapjan sziirtiik, és csak a 2-10 masodperc kozotti szegmenseket
tartottuk meg. Ezt kévetéen minden beszéléparhoz a lehet6 leghosszabb szimu-
lalt parbeszédet allitottuk el6. A folyamat sordn egy Markov-lanc segitségével
iterativan hatdroztuk meg, hogy egy n szegmensbdl allé beszélgetéshez hany fel-
vétel szilkséges az A és B beszél6ktol. Az n értékét addig noveltiik, amig meg
nem taldltuk a legnagyobb olyan szamot, amelyhez mindkét beszélétol elegen-
dé felvétel allt rendelkezésre. Az egyes beszéldk felvételeinek eredeti sorrendjét
megtartottuk, hogy a szegmensek koherensek maradjanak.

! https://huggingface.co/oliverguhr/fullstop-punctuation-multilang-large
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—— CallHome
BEA-Dialogue

-3 -2 -1 0 1 2 3
Transition Delay (s)

2. dbra: Beszélévaltasoknal tartott sziinetek modellezése. A negativ értékek ra-
beszélést jelentenek.

0.367 0.369
0.633

0.631

3. abra: Beszélovaltasi modell.

A szimulalt adatbazis statisztikai

Parbeszédek szama 240
Beszél6k szama 240
Atlagos szegmensszam (parbeszédenként) 371.33
Atlagos megszélaldshossz (parbeszédenként) — 4.37 mp
Atlagos parbeszédhossz 1623.77 mp

A szimuldlt adathalmazbdél minden esetben két verzidt hoztunk létre. Az
egyikben a parbeszédek 40%-ara térszimulaciét alkalmaztunk Gedeon és Mihaj-
lik (2025b) mddszere alapjan, mig a masik egy nattr valtozat volt. A kisérleteket
mindkét verzién elvégeztilk az eredmények Osszehasonlithatésaga érdekében.

4. Beszédfelismerési kisérletek

4.1. El6készités

A tanitdsok és kiértékelés soran azonos modszertant alkalmaztunk, mint a BEA-
Large cikkjében (Gedeon és mtsai, 2025). Ez a parbeszédek 30 mésodperces
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szegmensekre torténd bontasaval kezd6dott, majd ezeken beliil a beszélévaltaso-
kat egy specidlis (<sc>) tokennel annotéltuk. Utdbbiakat a tanitdsok kézben is
hasznaltuk, igy a finomhangolt modellek esetén ezek megtanitasa is cél volt.

A modellek tanitasdhoz az NVIDIA NeMo (Kuchaiev és mtsai, 2019) keret-
rendszert hasznaltuk. Az Osszehasonlithatésag érdekében itt is az eredeti cikk
mddszertandt kovettiik és egy Fast Conformer Large CTC (Rekesh és mtsai,
2023) modellt finomhangoltunk az Gsszes konfigurdcié esetén. A tanitdsok egy
NVIDIA RTX 5000 Ada Geneneration GPU-n futottak, 16-os batch mérettel.

4.2. Eredmények

A péarbeszédek leiratozasédnél eléfordulhat, hogy a modellek helyesen ismerik fel
az elhangzott szoveget, azonban felcserélik a beszél6k szerinti hozzarendelést, pél-
daul amikor az A: "Aha." és B: "Szuper." megszolalasok részben atfedik egymast,
a modell kimenete egyarant lehet "Aha. <sc> Szuper.” és "Szuper. <sc> Aha."
is. A hagyoményos WER (Word Error Rate, szészint{i hibaardny) és CER (Cha-
racter Error Rate, karakterszint(i hibaardny) metrikdk ilyen esetekben csak egy
sorrendet kezelnek helyesen, jéllehet a tartalmi felismerés helyes. Ennek kiegyen-
silyozésara a tablazat a cpWER és cpCER értékeket is tartalmazza, amelyek
minden lehetséges megszoélalads-permutaciora kiszamitjak a hibat, és a legkisebb
értéket veszik figyelembe, igy pontosabb képet adva a modellek tényleges leirato-
zasi teljesitményérol, kiilonosen atfedo beszéd esetén. Emellett az scAcc mutato
azt jelzi, hogy a modellek a szegmensek hany szazalékdban azonositottak helye-
sen a beszélévaltasok szdmat. A validdcids (dev) halmazon elért eredményeket a
1. tablazat foglalja Gssze.

A szimulécids konfiguracié azt jeloli, hogy a CallHome vagy a BEA-Dialogue
korpuszbdl kinyert statisztikak szolgaltak-e a parbeszédek szimulacigjanak alap-
jéul, illetve hogy alkalmaztunk-e térszimuldciot (RIR) a felvételek 40%-dn, ahogy
azt a 3.3 fejezetben leirtuk. A whisper a whisper-large-v3% modellt jeloli.

Az fc_base modell angol stilyokbdl® keriilt inicializdlasra (ahogy az Gsszes
t6bbi Fast Conformer alapi modell is), majd a BEA-Dialogue tanitéhalmazan
lett finomhangolva. A tablazat két referenciamodell eredményeit is tartalmazza,
amik esetében a BEA-Dialogue tanitéhalmazit olyan szimuldlt adathalmazzal
egészitettiik ki, amihez nem hasznéltuk a kinyert statisztikakat:

— fc_naivesim: statisztikdk hasznalata helyett fix, 0,25 masodperces sziinete-
ket illesztettliink a megszolalasok k6zé;

— fc_nosim: a szimuldcidhoz kivalasztott megszélalasokat egymastol fiiggetle-
niil adtuk a modellnek (6sszefiizés és igy <sc> token nélkiil), {gy a modell
jellemz&en rovidebb mintakon és tobb iteracién keresztil tanult. A BEA-
Dialogue tanitéhalmazaban megtartottuk az <sc> tokeneket, igy ez a modell
is képes a beszélovaltasok jelolésére.

2 https://huggingface.co/openai/whisper-large-v3
3 https://huggingface.co/nvidia/stt_en_fastconformer_ctc_large
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A statsim jelzésti modellek esetében szintén ugyanabbdl az angol alapmo-
dellbél indultunk ki, azonban a BEA-Dialogue tanitéhalmazéat (kb. 67 éra) a
bemutatott szimuldciés eljarassal generdlt adatokkal (kb. 108 éra) egészitettiik
ki. A CH+BEA statisztika a két kiilonb6z0 statisztikaval szimuldlt adathalmazok
Osszességét jelolik, igy ott a szimuldlt halmaz mérete kétszeres.

Approach Sim. setup ‘ dev
stat RIR ‘ WER | cpWER | CER | cpCER | scAcc 1

whisper - - 21.19 21.04 12.74 12.56 -
fc_base - - 20.07 19.86 8.27 8.09 69.67
fc_nosim — X 17.52 17.34 7.79 7.65 67.07
fc_naivesim - X 17.34 17.11 7.25 7.03 68.46
fc_statsim CH v 17.20 16.91 7.21 6.98 69.67
fc_statsim CH X 16.75 16.54 7.09 6.90 68.63
fc_statsim BEA v 16.78 16.57 7.07 6.90 67.42
fc_statsim BEA X 16.66 16.48 7.04 6.86 69.50
fc_statsim CH+BEA X 16.41 16.20 6.99 6.79 70.19

1. tdblazat. Eredmények a validaciés halmazon.

A kiértékelési (eval) halmazon elért eredményeket a 2. tablazat foglalja Gssze.

Approach Sim. setup ‘ eval
stat RIR ‘ WER | cpWER | CER | cpCER | scAcc

whisper - - 22.21 22.13 12.27 12.18 -
fc_base - - 21.10 21.01 9.42 9.33 81.95
fc_nosim - X 18.41 18.31 8.70 8.59 78.67
fc_naivesim - X 18.34 18.24 8.37 8.27 82.58
fc_statsim CH v 18.35 18.23 8.36 8.27 82.27
fc_statsim CH X 17.93 17.84 8.30 8.22 82.37
fc_statsim BEA v 18.12 18.03 8.28 8.19 82.95
fc_statsim BEA X 17.85 17.76 8.25 8.17 82.90
fc_statsim CH+BEA X 17.46 17.35 8.11 8.02 82.58

2. tablazat. Eredmények a kiértékelési halmazon.

Amint a tablazatok mutatjik, mindkét halmazon jelentds javulast eredmé-
nyezett a nagyobb mennyiségii tanitéadat bevonasa, még akkor is, ha ehhez nem
hasznaltunk semmilyen statisztikai informéaciét. Ezekhez képest azonban tovabbi
javulast hozott a statisztikai modellezés alkalmazasa. A térszimuldcié hozzaada-
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sa minden esetben enyhe teljesitményromlast okozott, amit magyarazhat, hogy
a felvételek studidkornyezetben késziiltek, igy az akusztikai feltételek nem voltak
eléggé diverzek ahhoz, hogy az ilyen tipusti augmentacié elényt jelentsen.

A BEA statisztikdi alapjan szimuldlt adathalmazok mindkét esetben jobb
eredményt mutattak, mint a CallHome-bdl szdrmazé szimulacidk. A legjobb tel-
jesitményt ugyanakkor az adta, amikor a két szimulacids eljaras kombindlasaval
egyesitettitk az adathalmazokat. Tesztjeink soran azt is tapasztaltuk, hogy ha
az eredeti konfiguraciétol eltérve nem két, hanem 6t parosban szerepeltetiink
minden beszél6t, akkor a modell teljesitménye romlik a két parosos beallitashoz
képest. Ez arra utal, hogy a két statisztika alapjan végzett szimulacié egyesité-
se nem pusztan a tanitéadat mennyiségének novekedése miatt kedvez6, hanem
azért is, mert ilyen médon nagyobb diverzitas keriil a statisztikakba.

A dev halmazon az scAcc mutaté enyhe romlast mutatott, mig az eval hal-
mazon vegyes tendencidk figyelheték meg: egyes konfiguracidkban kismértéki
javulds, masokban mérsékelt romlas tapasztalhatd. Kiilon érdekes, hogy a WER
és CER értékek alapjan legjobbnak bizonyulé modell ebben a mutatéban nem a
legerésebb.

5. Osszegzés

Munkankban a beszélofiiggd parbeszéd-szimulaciéo magyar nyelvii megvalositasat
és hatasanak vizsgalatat mutattuk be beszédfelismer6 rendszerek teljesitményé-
re. Célunk az volt, hogy a korlatozott magyar parbeszédes adatforrasok problé-
mé&jat enyhitsiik olyan, egyszereplés felvételekbél generdlt mesterséges parbeszé-
dek segitségével, amelyek a beszélék egyéni id6ézitési sajatossagait is megorzik.

A szimulaciés folyamat soran a BEA-Large korpusz egyszereplds felvétele-
it hasznaltuk kiinduldsi pontként, és mind a CallHome, mind a BEA-Dialogue
adathalmazbdl szarmazoé statisztikakat alkalmaztuk a sziinetek, beszélovalta-
sok és atfedések modellezésére. A valosaghtli idOzitési mintdzatokat kernel-alapi
stirtiségfiiggvény-becslés és elsérendi Markov-lanccal hatdroztuk meg. Az igy el6-
allitott, 240 parbeszédet tartalmazé szimulalt korpusz két valtozatban késziilt el:
térszimulaciéval (RIR) és anélkil, hogy a médszer robusztussigat tobb konfigu-
racidban is vizsgalni lehessen.

Eredményeink azt mutattak, hogy a szimulalt parbeszédekkel kib&vitett tani-
tohalmaz kovetkezetesen javitotta a modellek teljesitményét mind a WER/CER,
mind pedig a cpWER/cpCER mutatdk tekintetében, fiiggetleniil attdl, hogy a
szimulécié alapjaul mely statisztikdk szolgaltak. A statisztika-alapt szimulacié
tovabbi elényt biztositott a pusztin adatnoveléshez képest, mig a térszimulé-
cié hozzdadéasa enyhe romlast eredményezett. A BEA-Dialogue alapjan generalt
mintadk mindkét adathalmazon jobbnak bizonyultak, és a két statisztikai forras
egyesitése hozta a legerésebb eredményeket, ami arra utal, hogy nem csupan
az adatmennyiség novelése, hanem a statisztikai diverzitas bévitése is kritikus
tényezd.

Osszességében a vizsgalatok igazoljak, hogy a parbeszéd-szimulcié hatékony
eszkOz a magyar nyelvii tobb-beszélos beszédfelismerd rendszerek fejlesztésére.
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A generalt szintetikus adatok érdemben hozzdjirulnak a modellek altaldnositési
képességének javitdsahoz, mikozben csokkentik a valés parbeszédes korpuszok
eloallitasaval jaré annotacios koltségeket.

Tgéretes jovébeli kutatési lehetéséget mutat a hasznélt statisztikdk mélyebb
elemzése, javitasa, illetve a modszer megvaldsitdsa tobb mint két beszélére.
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Agens-alapu chatbot architektira valés idejii vezetéi Big
Data lekérdezésekhez
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Kivonat: A vallalatok, szervezetek miikkddése soran a kiilonbozo teriiletek —
értékesités, marketing, {igyfélszolgalat, ellatasi lancok, IoT-eszkozok,
felhasznaloi interakciok — hatalmas mennyiségii adatot generalnak folyamatosan.
Az ennek eredményeként 1étrejove, sokszor tobb milliard rekordot tartalmazo
Big Data adattarhazak, OLAP kockak, dashboardok, elemzések nehezen
attekinthetd és sokszor csak bonyolultan lekérdezhetd kornyezetet teremtenek a
vezetok szdmara, akiknek kulcsfontossdgu az azonnali, pontos, valos ideji
informécid a stratégiai dontések meghozataldhoz. A nagy nyelvi modellek
(LLM) megjelenésével lehetdvé valt a természetes nyelvi lekérdezés, de a pontos
adatok szolgaltatasa és a hallucinaciok kikiiszobdlése tovabbra is kihivast jelent.
Erre nyujt megoldast az intelligens agensre épiild, folyamat-vezérelt chatbot
fejlesztés, melynek célja, hogy a vezetdk természetes nyelven, technikai
nehézségektdl mentesen kérdezhessenek és megbizhatd informaciokat kapjanak.
A bot sajat MCP (Model Context Protocol) eszkdzdk biztositdsaval és széleskorti
paraméterezésével lehet6vé teszi a valds idejl, részletes adat lekérdezést,
grafikon rajzolast és adatelemzést. A komplex lekérdezés-paraméterezés egy
kontrollalt hattérfolyamat részeként valésul meg. E folyamat a végén egy
konnyen értelmezheté, mondatokba foglalt valasszal szolgadl. Az
informacidszerzés soran az agens Onalldoan paraméterezi az adattarhaz
lekérdezéseket, sziikség esetén visszakérdez vagy tobb lekérdezést is futtat. Ez a
mddszer jelentdsen csokkenti az adat lekérdezéshez és értelmezéshez sziikséges
specidlis szakértelmet és eldsegiti az adat-vezérelt mikodést.

Kulesszavak: LLM, agens, chatbot, MCP, RAG, Big Data

1 Bevezetés

A nagy nyelvi modellek (LLM) térnyerését kovetden a mesterséges intelligencia (MI)
technologiai fejlesztések egy ijabb hullama is elindult, terjedni kezdtek az intelligens
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agensek és az ezekre épiil6 megoldasok. Habar az OpenAl 2025-6t kikialtotta az
agensek évének (Altman, 2025), ennek ellenére a technoldgia iizleti adoptéalésa lassan
halad. Egy szervezeti kornyezetben kifejezetten erds szempont a pontossag az agens
rendszerek bevezetésekor, mivel a nem megfeleléen szabalyozott, pontatlanul
kontrollalt agensek tizletkritikus hibakat is elkdvethetnek.

Az MI agensek olyan rendszerek, melyek bizonyos foku autondémiaval
rendelkeznek, intelligens dontéseket hoznak a rendelkezésre all6 adatok alapjan egy
elére meghatarozott cél elérése érdekében és az adott kornyezettel proaktiv moédon
interakcioba Iépnek (Deng et al., 2024).

A legtobb cég miikodése soran rengeteg adat keletkezik folyamatosan, melyek
feldolgozésa, gyors és pontos lekérdezhetdsége kritikus a felsdvezetdi stratégiai
dontéshozatal szempontjabol. A méret, keletkezési sebesség és eltéré formatumok miatt
az esetek nagy részében specialis eszkozokkel kezelheté Big Data adattarhazakrol
beszélhetiink. Az informacidk lekérdezését kdvetden elemzés, dashboard, riport vagy
mas tipust kimenet is késziilhet az adatok atlathatd Gsszegzésére és a jelentéstartalom
megvilagitasara. A nyelvi modellek lehetdvé teszik egy ujfajta interfész kialakitasat,
amellyel természetes nyelven megfogalmazott kérések is kiszolgalhatoak, ezaltal
ledontve a gyakran adatelemzokre szabott, nem intuitiv kezel6feliiletek altal jelentett
akadalyokat a vezetdi poziciokat betdltd személyek szamara.

Egy ilyen 1j tipusu felillet esetében azonban kritikus a szolgaltatott adatok és
valaszok mindsége. Az LLM altal kozvetleniil, az adatforras részletes ismerete nélkiil
irt fliggvények szuboptimdlis lekérdezési sebességet okoznanak. A vallalatok
feltehetden mar rendelkeznek az adatbazis lekérdezésére szolgalod fiiggvényekkel,
koédokkal. Nem ajanlott a nyelvi modellre bizni a lekérdezések megirasat a beérkezd
kérésekre, még az egyre fejlodo kodolasi képességeket figyelembe véve sem. Az LLM-
alapt modern MI 4gensek szamara ezeket az interakcidkat az elérhetd eszkdzok teszik
lehetévé, melyek API-k vagy fiiggvények kozvetlen meghivasaval kibovitik a
lehetségeket: legyen szo valds ideji keresésrdl, adatlekérdezésrél, szamitasi
moddszerekr6l, vagy barmilyen a feladat megoldasat tamogato, az agensnek 0j adatokat
szolgaltatd kodrol vagy kiils6 alkalmazasrol (Sapkota et al., 2025). Mivel az iizleti
szféraban a megbizhatdosag egyértelmil elvaras, ezért jelen kutatas 6 céljat a pontos
valaszok biztositasa jelenti. Tovabbi cél a tisztan LLM-re alapozé és altalanos agens
megoldasokhoz képest a hallucinaciok elkeriilése a valos idejii Big Data lekérdezések
teriiletén. Javaslatunk kézéppontjdban az integralt eszkdzhasznalat jelenik meg, mint
célra vezetd ut: a mar meglévo szervezeti tudast egy LLM agens altal felhasznalhato
eszkozz¢é konvertalni, ezaltal megdrizve a korabbi determinisztikus folyamatok
biztonsagat. Lehetévé valik a felhalmozott tudasbazis természetes nyelven torténd
lekérdezése €s a valaszok is igy jelenhetnek meg, ezaltal téve kdzvetleniil is elérhet6bbé
az Osszetett adatbazisok tartalmat a nem-technikai vezetdk szamara is.

2 Modszertan

Az iizleti folyamatok soran felmeriilhetnek olyan kérdések, amelyek megoldasahoz
domain-specifikus tudasra van sziikség. Minden eshetGséget szinte lehetetlen az
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utasitasok kozt megfogalmazni, a munkavallalok fejében 1étez6 tudast kell atadni az
agensnek ilyen szitudciokban. A felhasznaldi beavatkozas az dgensek miikodésébe az
eddigi munkakban ritkan vizsgalt teriilet (Héndler, 2023). Ez egyben a valos hasznalat
soran boviild memoria €s tanulasi mechanizmus bevezetését jelenti. A tapasztalatokbol
tanulasra képes agensek kivalo eredményeket demonstralnak a szakirodalomban az
egyszerli agensekhez képest a tobblépéses dontéshozatali feladatokban (Zhao et al.,
2023). Az érvelés és akcio Osszekapcsolasaval a modell a kdrnyezetbdl szerzett
informaciokra reflektalva képes terveket késziteni és dontéseket hozni. Egy ezt
teljesiteni képes architektira és folyamat megvaldsitasahoz szamos meglévd technikai
megoldasra épitettiink, ezeket tekintjiik at ebben a fejezetben.

A vallalati tudasbazis természetes nyelven lekérdezéséhez egy altalanos agens
architektira megtervezése ¢s fejlesztése képezte a kutatasi projekt magjat. A konkrét
példat a Magyar Turisztikai Ugynokség (MTU) Statisztikai Adattarhaz jelentette. Ez a
tobb milliard rekordos, naponta frissiilé adattarhaz elsésorban jol strukturalt adatokat
tartalmaz, de ezen feliil tobb szaz elkésziilt riport jelenti a nem strukturalt adatforrast
az agens szamara — mindkét forrastipus kezelése elengedtethetetlen a teljes vallalati
tudasbazis kiaknazasahoz. A naponta valtozo belsé adattarhazon tal a havi bontasban
publikusan elérheté KSH adatokkal is sziikséges dolgozni. Az eredeti lekérdezo feliilet
egy komplex megoldas volt, melynek hatékony kezelése mélyebb ismereteket vart el
az adattarhaz felépitésérdl és a szélséséges esetekrol. Hibas hasznalata gyakran az
adatelemz6 és fejlesztd kollégak idejébe keriilt, mivel nekik kellett végrehajtani a
megfeleld lekérdezést, majd a vezetéségnek elmagyarazni az eredményeket. E feliilet
kivaltasa érdekében meriilt fel egy természetes nyelven alapulé megoldas kidolgozasa.

Az itt bemutatott kutatdsban az 4agens architekturdjanak kidolgozasa soran
inspiraciot meritettiink a ReAct (Yao et al., 2022) keretrendszer strukturajabol. A
kivitelezés kozponti elemének az Anthropic altal kifejlesztett Model Context Protocol
(MCP) technologiat valasztottuk, mely egy nyilt forraskodu standard az Al applikéaciok
kiils6 rendszerekhez csatolasahoz. Az MCP gyorsan a modell-eszk6éz kommunikacid
standard protokolljava valt (Anthropic, 2024) az elmult évben, még a versenytars LLM
fejlesztd cégek is bevezették és adoptaltak az Gj modellagnosztikus protokollt. Az MCP
eszkdzok konnyen, ujra felhasznalhatdé modon csatlakoztatjak az egyedi eszkdzoket
barmely LLM-hez, s6t, akar tobb nyelvi modellhez is. A kiils6é rendszerek lehetnek
adatforrasok, eszk6zok, vagy akar munkafolyamatok. Az MCP-t gyakran hasonlitjak
az USB-C csatlakozohoz, mint egyszerli kapcsolodast biztositdé megoldas a nyelvi
modellek szamara (Introduction - Model Context Protocol, 2025). A protokoll egy
kliens-szerver architekturat kovet, ahol a kliens megszerzi a kontextust a szervertol.
Ebbdl kovetkezik, hogy MCP szervert lokalisan vagy tavoli eléréssel is futtathatunk.
Az adatcsere egy JSON-RPC 2.0 iizenetstrukturan keresztiil valosul meg (Introduction
- Model Context Protocol, 2025).

A legtobb agens eszkdzhasznalattal interaktal a kdrnyezetével. Azonban az, hogy a
nyelvi modell altal végrehajtott tervezési 1épésben meddig terjedhet az autoném
dontéshozatal, az adott agens architektratol fiiggéen valtozhat (Handler, 2023). A
hatékonysagon tul atlathatosagi és biztonsagi szempontokbdl is fontos a kodbol kezelt
¢és a nyelvi modell altal kezelt feladatrészek elkiilonitése.

Az LLM-ek feladatanak meghatarozasahoz fontos technikai elem a rendszer prompt,
ami egy atfogd utasitashalmaz, mely meghatdrozza az MI agens viselkedését

121



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

valamennyi LLM interakcid soran. Az agens-alapu rendszerek feladat- és hataskorét a
rendszer prompt szabja meg, ezen promptok ismerete jelentds informacidkat arul el az
adott agens miikodésér6l (GitHub, 2025). A rendszerutasitisok altalaban egyszer
keriilnek beallitasra, és valtozatlanok maradnak, konzisztenciat biztositva az MI agens
altalanos szerepében, feladatkorében. Az alapvetd mitkodés szempontjabol a rendszer
promptban megfogalmazott utasitdsok hatasa erdsebb a felhasznaldi promptolasnal.

Az LLM-et iranyitd instrukciok pontos ¢€s részletekbe nytlé megfogalmazasa
kritikus pontja az agens létrehozasanak. A kontextus a legfontosabb az LLM-ek
valaszmindségét tekintve, ezt tamasztja ala a context engineering megjelenése az
egyszerli promptolason til (Mei et al., 2025). Tovabbi lehetdség az un. docstring-ek
hasznalata, ami a forrdskdd adott szegmensének miikddését dokumentald szoveg. Az
ezekben megfogalmazott leirasok a fliggvény funkcidjat, a paraméterek lehetséges
értékeit, vagy tal nagy értékkészlet esetén a keresési modszert, tovabba a default
értékeket, a formatumokat és ha-akkor felépitési szabalyokat is tartalmaznak. A
fiiggvényekbdl a FastMCP konyvtar eszkoz definiciokat készit, melyek legfontosabb
része a fiiggvényleiras tartalma.

Az agenshez beérkezo kérések komplexitasanak elemzésének egy praktikus modja
a feladatok Iépésszamanak meghatarozasa, mivel ez hatdrozza meg a valaszidot €s
ndveli a hibazasi lehetdséget is.

A tesztelés alatt zart és lokalisan futtathato nyilt modelleket is alkalmaztunk: GPT-
5 és GPT-5 Mini (OpenAl, 2025), Gemini-2.5-flash és Gemini-2.5-flash-lite (Comanici
et al., 2025), Llama 4 Maverick (Meta, 2025), Qwen3 80B ¢és Qwen3 235B (Yang et
al., 2025), valamint gpt-oss-20b és gpt-0ss-120b (Agarwal et al., 2025).

3 Az agens-alapu chatbot architektira és miikodése

A vezetdi kommunikacids kihivas megoldéasara a javasolt megoldas egy intuitiv chatbot
feliilet és egy dedikalt agens architektiira. A sajat dgens-alapu chatbot architektira
tervezésekor két f6 iranyelvet vezettink be és alkalmaztunk a hallucinaciok
csokkentése céljabol: a hibrid vezérlés és a folytatolagos prompttanulas elvét. Ezeket
az elveket a moédszertani részben bemutatott technikai megoldasokra épitett sajatsagos
architektirdban valdsitottuk meg. A kovetkezOkben a tervezési fazisban
megfogalmazott, fejlesztést iranyitdé elveket, majd az ennek hatasara kidolgozott
rendszer architektirat mutatjuk be, kiilon kiemelve a miikodés folyamatat. A fejlesztés
els6 fazisaban optimalizacios teszteket futtattunk a tényleges alkalmazas el6tt.

A hibrid vezérlés a determinisztikusan, algoritmussal megoldhat6 feladatrészeket
tovabbra is explicit kodbol kezeli, mig a nyelvi modell hataskorét leszikiti annak
altalanos nyelvi képességeit kihasznalo feladatkorokre. Utdbbihoz tartozik a
felhasznaloi kérdés jelentéstartalmanak dekodoléasa és a megfeleld lekérdezési eszkdz
(fiiggvény) kivalasztasa és felparaméterezése, valamint a valasz megfogalmazasa és
Osszefoglalo készitése. Mar a folyamat elején a felhasznald kezébe adjuk a vezérlést az
elérési felilleten allithatd kapcsolokkal, amelyek determinisztikusan, algoritmus
segitségével megvaltoztatjadk a lekérdezések paraméterezését (pl. szadmitasi mod
kivalasztasa) vagy egy mas lefutasi dgba terelik az agenst (pl. riportokban keresés). Ez
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a hibrid megkozelités teret ad az algoritmikus miikodésnek az LLM eldnyeinek
kihasznéladsa mellett. A hibrid vezérlés f6 kihivasa az egyenstly megtalalasa a jol
definialt algoritmusok és a széleskorii feladatvégzésre alkalmas nyelvi modellek kozott,
ahol az optimalis mitkodés elérése az adott feladat igényeitdl fiigg.

A folytatolagos prompttanulas elve azt jelenti, hogy az egyes kérdéstipusoknal
eléforduld nem determinisztikus miikodést a felhasznald képes korrigalni altalanos
megoldasi stratégidk leirasaval. Ezek beépiilnek az agens belsd tudasbazisaba, és
minden 1) beérkezd kérdésnél egy RAG (Retrieval Augmented Generation) keresést
hajt végre az agens a tudasbazis szovegében, hogy csak az adott feladattipushoz tartozo
relevans kontextust toltse be a modell rendelkezésére alld informaciok kozé.

A két elvet leképez0 sajat architektirank tobbszori eszkdzhivasokra, akcidkra, majd
ezek kiértékelésére, reflektalasra épiil. A kiértékelés soran az 4gens hozza meg a dontést
a rendszer prompt, a docstring tartalma, a felhaszndl6i prompt, az eddigi csevegést
eltarolé memoria és az akciok segitségével begytijtott adatok segitségével, hogy készen
all-e a végleges kimeneti valasz megfogalmazasara.

Felhasznalo
kérdése

(50

Kozponti vezérlé agens
Jogosultsag ellendrzés, prompt 6sszeallitas, stratégia keresés, beallitasok érvényesitése
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1. abra: A Big Data agens architektiraja (sajat munka)

Az agens-alapu chatbot architektira hat f6 komponensbdl tevédik 6ssze (lasd 1.
abra): (1) a kozponti vezérlé agens, (2) az LLM (lokalis vagy API hasznalaton
keresztiil), (3) az MCP eszk6zdk, (4) a Big Data adatbazis, (5) a megoldasi stratégiakat
tartalmaz6 tudasbazis és (6) a felhasznaloi feliilet, ami all egy chat ablakbdl és egy
megjelenitd panelbdl. A kozponti vezérld dgens iranyitja a megoldasi munkafolyamat
menetét, mely fiigg a beérkezd kérdéstol és a feliileten aktiv beallitasoktol. El6szor
ellendrzi a felhasznaldi jogosultsdgokat, majd, ha ezek megfelelonek bizonyultak,
érvényesiti a felhasznald altal alkalmazott beallitasokat és a beérkezett kérdést
feldolgozva lekérdezi a tudasbazisban tarolt stratégiakat. Ezt kovetden a kivalasztott
LLM szamara listazza az eszk6zoket és megjeleniti a stratégiakat. Az LLM ekkor vagy
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rogton valaszol (ritka), vagy egy MCP eszkozt valasztva felparaméterez egy fiiggvényt,
¢és visszakéri annak az eredményét. Az eredmény alapjan dontést hoz, majd tovabbi
lekérdezéseket futtat, ha nem elegend6 az informacio, vagy visszatér a végso valasszal
a felhasznald szamara, ha mar elegendé informéciot gytjtott 6ssze. Erdemes érveld
modellt alkalmazni, mely képes levezetni, hogy a kapott eredmény megfelel6-e a
kérdés megvalaszolasara.

Fontos megjegyezni, hogy nem az LLM hivja direktben az MCP eszk6zoket, hanem
miutan megkapta az eszkozlistat, és kivalasztotta, felparaméterezte a megfeleld
fiiggvényt, akkor visszatér a fliggvényhivassal, amit a vezérld agens hiv meg lokalisan,
és ezen a ponton algoritmikusan kozbe tud avatkozni 0j paraméterek atadasaval,
meglévok megvaltoztatasaval vagy a teljes vezérlés eltéritésével.

A Big Data lekérdezd agensben a rendszer prompt tartalma a legerdsebb vezérlo
tényez6 az LLM szamara, hiszen ez minden interakcié soran érvényes. Az utana
kovetkezo felhasznaloi kérésekben, utasitdsokban hidba probaljuk feliilirni a rendszer
promptban megfogalmazott iranymutatasokat, az LLM tesztjeink alapjan ragaszkodik
azok betartasahoz. Hangsulyos figyelmeztetésként fogalmaztuk meg az LLM szamara,
hogy (1) nem térhet el a targytdl a felhasznalo kifejezett kérésére sem; (2)
mindenképpen valamilyen eszkdzt kell hasznalnia a valaszadashoz, amihez megadhato
az eszk6zok listaja; (3) ha hianyos az informacio a lekérdezés paraméterezéséhez, akkor
mindenképpen kérdezzen vissza a konkrét hianyzo paraméterek megnevezésével; és (4)
amennyiben nincs olyan eszkdze vagy nem tudja felparaméterezni a felhasznalo
kérdésének megfelelden, akkor ezt jelezze a valaszaban és ne taldljon ki szamokat. Mar
az elso teszek bizonyitottak, hogy a jol megfogalmazott rendszerutasitas jelent6sen
csokkentette a pontatlan valaszok aranyat €s a visszakérdezés sok esetben tobb 1épéses,
komplex feladatmegoldast eredményezett. A csevegési elézmények elkiildése tovabb
erdsiti a természetes nyelvi kommunikaciot és ebbdl kovetkezden az eredmények
pontossagat, mivel altalaban az egyik kérdésbol kovetkezik a masik (pl. az el6zd
eredmény tovabbi szempontok szerinti bontdsa) és az ember adottnak tekinti a korabbi
kérdés-valaszokban definialt paramétereket.

A Big Data lekérdezés (a kozponti, legtobbet hasznalt fiiggvény) esetén altalaban
20+ dimenzi6 és akar 100+ értékmez6 is megadhatd, melyek példankban tipikusan id6
és teriileti behatarolasok, és csoportositasok, melyekre az aggregalés jellemzben tobb
milliard rekordon fut le. Az LLM szamara részletesen és minél pontosabban el kell
magyarazni az egyes dimenziok lehetséges értékeit és hasznalati modjukat. A kisebb
szamossagu attributumok esetében javasolt, hogy az MCP eszkoz leirdsa tartalmazza
az Osszes valaszthato értéket és ezt kiilon jelezziik is az LLM felé, hogy csak ezen
értékek koziil valaszthat. A nagyobb (pl. 1000+) elemszam esetén a token-alapti arazas
¢és a tal hosszu kontextus miatt érdemes csak roviden leirni az értékkészletet, néhany
példat adni a sokszor el6forduld esetekre, valamint egy kiilon MCP segédfiiggvényt
biztositani a dimenzio értékeinek keresésére vonatkozéan. Ha az LLM magabiztosan
rosszul paraméterez, akkor az MCP lekérdez6 fiiggvény mindjart a legelején kisziiri a
nem megfeleld értékeket, a valaszban jelzi a hibat, és az LLM figyelmébe ajanlja a
dimenzi6 kereshet0ségét biztositd segédfiiggvényt. Tesztjeink szerint tobb esetben is
ez vezetett el egyes feladatok megoldasahoz.

Eléfordulnak olyan dimenzidk, ahol egy Osszetett attributum struktaraval rendelkez6
entitast kell beazonositani és erre altalaban az entitds neve onmagaban nem elegendd
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(pl. személynevek azonossaga). A pontos eredmény elérése érdekében ekkor egy olyan
eljarast kell az LLM szamara definialni, amely az entitas jellemzoéivel paraméterezhetd
€s a visszatérési értékében rekordonként egy egyértelmii egyedi (adatbazis) azonositot
tartalmaz. Ha az egyedi id-k 0sszegytjtésre keriiltek, akkor mar a f6 Big Data lekérdez6
precizen felparaméterezhetd és az eredmény is a felhasznald kérésének megfelelden
pontos lesz.

Amennyiben két fogalom kozott egyértelmii megfeleltetés végezhetd és csak az
egyikkel paraméterezhet6 az MCP, akkor az LLM szamara né¢hany példaval ez az
Osszefiiggés megvilagithatd és mellette a transzformacidt elvégzé program is
megadhat6 (pl. nemzetiség — orszagnév).

(8] . Megoldasi McP S
8 Vezérlé agens stratégiak LLM Eszk6z6k [

Felhasznaldi kérdés

Keresés RAG

Stratégiak
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|
|
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Adatok, kontextus alapjan végsd vélasz

Vilasz hivatkozasokkal

2. abra: A Big Data agens kommunikacios diagramja

Két 6 lefutasi aga van a kérdéseknek (lasd 2. abra, elagazas): ezek az adatbazisra és
a PPTX formatumu riportokra vonatkozo kérdések mentén kiiloniilnek el. Mig az el6bbi
esetben csak egy-két beallitas befolyasolhatja a folyamat lefutasat, addig az utdbbi
esetben mindig eldsziirést alkalmaz az agens a megfeleld riport kivalasztasara a riportra
vonatkoz6 f6 dimenzidok (metaadatok) és dsszefoglald szerint. Az eldsziirés utan zajlik
le az adott szoveges dokumentumban a részletes keresés: a RAG rendszer szemantikai
és a BM25 keresést RRF 1jra rangsorolassal egyesité komplex keresési folyamata.

4 A belso tudasbazis épitése: folytatélagos tanulas

A dontéstamogatd rendszerekben alkalmazott LLM-alapi megoldasok esetében
gyakran eléfordulnak ismétlédé hibak, mivel nincsen elég kontextusa a modellnek az
adott iizleti helyzetrél (Cheung, 2024). A folytatélagosan tanithat6é belsé tudasbazis,
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amit egyfajta tartés memorianak is tekinthetiink, lehetévé teszi, hogy a rendszer az
elkdvetett hibakbol altalanos kovetkeztetéseket vonjon le a feladattipusok
megoldasaval kapcsolatban és a jovOben ezeket hasznositsa a hasonld kérdések
megoldasa soran. A kontextuson beliili tanulds konnyen Aattekinthetové és
tanulasi folyamatot biztositva.

E megkdzelités elvalasztja egymastol az LLM altalanos nyelvi tudasat és az adott
szervezetnél el6forduld, domain-specifikus miiveleti szabalyokat. Annak eldontése,
hogy mely feladattipusokhoz sziikséges megoldasi stratégiat hozzarendelni, nem
trivialis feladat, amelyet elsdsorban a rendszer felhasznaléi tudnak helyesen mérlegelni.
A nyelvi modellre bizni ezt a dontést csak tovabbi bizonytalansagot vezetne be,
valamint, ha a felhasznal6 tisztdban van a helyes megoldassal, rengeteg felesleges
probalkozastol szabaditjuk meg az é4genst. A felhasznald altal biztositott helyes
megoldas ugy keriil eltarolasra, hogy nem maga a vélasz szovege, hanem a feladat
tipusa €s a hozza tartoz6 megoldasi stratégia legyen visszakereshetd és alkalmazhat6.

Az egyszerli memoridhoz képest itt altalanos megoldasi helyzeteket definidlunk,
melyek a feladatok széles korét lefedik és a sziikséges megoldasi stratégia is ennek
megfeleléen keriil megfogalmazasra. Tehat egyfajta tipusfeladatok megoldasi
utmutatdjat nyujtjuk at a rendszernek, hogy determinisztikussd tegyiik az
eredményeket. Tesztjeink alapjan ugyanis volt tobb olyan feladat, amikor a
paraméterezést elrontotta a rendszer, majd rajott a hibara és onnan kezdve véletlenszer
eloszlasban harom stratégiat alkalmazott: (1) meghivta ujra, immar helyes
paraméterezéssel a Big Data lekérdezot; (2) belenyugodott az eredménybe és kozolte a
felhasznaloval, hogy ez igy sikeriilt; (3) teljesen rossz paraméterezéssel hivta Ujra a
lekérdezést.

A tdbblépésben lekérdezhetdé komplex problémak megoldasa kihivast jelent a mai
legfejlettebb LLM szamara is. Ilyen esetekben a lefutdas nem determinisztikus, tobb
uton is elindulhat a nyelvi modell. Ennek a bizonytalansagnak a kezelésére alkalmas a
bels6 tudasbazis, szerepét a kdvetkezokben egy konkrét példaval illusztraljuk.

A turisztikai adathalmazban az elsé *n’ kiilfoldi kiild6orszagok lekérdezésekor a
kezdeti eredmény elsé helyen mindig Magyarorszagot tartalmazza. Ez egy dontési
pontot jelent, mivel igy csak n-1 kiilf61di orszag szerepel az eredményben. Az LLM az
esetek egy részében n-1 orszagot sorol fel a felhasznalonak, masik részében uj
lekérdezést indit n+m elemre, ahol m jellemzben 5 €s igy mar vissza tudja adni a kért
n elemet. Az elsé megoldas hibas, mig a masodik token- és iddpazarlassal jar. A
feladattipushoz megoldasi stratégia definidlasaval mindig egy 1épésben n+1 elemet kér
le a modell, ezaltal 100%-ban pontos lekérdezések valosulnak meg ennél a kérdésnél.

Az elemzOk rendszeresen készitenek bizonyos idészakokra és teriiletekre vonatkozo,
grafikonokat is tartalmazo jelentéseket, melyek azonos (esetiinkben turisztikai)
mutatokkal dolgoznak. Ezek a riportok szemantikailag nagyon hasonlok, mert
ugyanazon kulcsfontossagli mutatokkal késziilnek, ezért a keresési eredményeket nehéz
rangsorolni. Mivel tobb szdz nagy hasonldsagu riport all rendelkezésre, ezért kellett egy
szlirési 1épést (szabalyt) bevezetni a metaadatok és a generalt 6sszefoglald alapjan, és
az 0sszes dokumentumban keresés helyett riportonként keresni a megfelelé adatokat.

A vallalati elemzd riportok esetében a korabban mar kifejlesztett sajat RAG (Vandor
és Csaki, 2025) algoritmusunkat kivantuk hasznalni, de felmertilt az a probléma, hogy
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az azonos jellegli riportok szovegezésben alig kiillonboznek, csak a szamok valtoznak,
mert példdul egy masik id6szakra vonatkoznak. Ebben az esetben a relevans
szovegrészeket megtalald szemantikai keres6 nagyon sok, értelmezésiiket tekintve a
felhasznaloi kérdésre tokéletesen valaszold szovegrészt talal eltérd értékekkel. A
felhasznal6 sok esetben nem definidlja az id6szakot, hanem egyszertien a legfrissebb
adatokra kivancsi. Ennek kovetkeztében nem alkalmazhatd egy lépésben a RAG
algoritmus, hanem sziikségessé valt bevezetni egy riport eldvalasztdé lépést. A
dokumentumok feldolgozasa soran LLM-el altalanos, a riport tipusara vonatkozd
Osszefoglalot generaltatunk az iddszakok megemlitése nélkiil, valamint az egyes
riportokra vonatkozé metaadatok (teriilet, iddszak, tipus) is kitoltésre keriilnek. A
felhasznal6 kérdése alapjan az LLM listazza a relevans riport tipusokat és az azon beliil
rendelkezésre allo riportok legfontosabb adatait, majd kivalasztja a megfeleld
dokumentum azonositokat és ezekkel hivja meg a RAG alapu rendszert. A RAG MCP
eszk6z egy sajat LLM hivas segitségével megfogalmazza a valaszt, amihez
algoritmikusan hozzakapcsoljuk a hdrom legrelevansabb szdvegrészlet (chunk)
hivatkozasat, melyeket a kdzponti vezérld agens azonnal tovabbit a felhasznalo felé és
nem futtat keresztiil a tobbi feladathoz hasznalt LLM-en az utolsé 1épésben. A
felhasznalo6 pedig megtekintheti a riport hivatkozott oldalat.

5 Grafikonrajzolas és adatelemzés

Adatbazis lekérdezések eredményeinek dontési felhasznalasa esetén igen fontos
funkcio az adatok szemléletes megjelenitése és elemzése. Ezért az agens rendszer
felhasznaloi lekérdezésekre adott valaszokat nem csupan szoveges formaban, hanem
interaktiv grafikonokon keresztiil is megjelenitheti, ezzel eldsegitve a dontéshozok
gyors ¢s intuitiv informacio-feldolgozasat. A grafikus megjelenités célja, hogy a
nagyméretli, komplex adathalmazokbol kiemelje a relevans trendeket, eltéréseket és
Osszefiiggéseket, ezaltal timogatva a valos idejii vezetdi dontéshozatalt.

A feladatmegoldashoz hasonldan a grafikonrajzolds soran is rogzitésre keriilnek a
legfontosabb paraméterek: csak Echarts oszlop- ¢és kordiagramok készitése
engedélyezett az eldre definialt hivatalos szinpalettaval. Az eszkdz azonban rugalmas,
mivel lehetévé teszi az egyszerli diagramokon til a tobbdimenzios 6sszehasonlitasokat
is (pl. id6szakok vagy kategoriak direkt 6sszehasonlitasa).

A kotelezé paraméterek biztositjak az alapvetd funkcionalitast, mig az opcionalis
beallitasok a testreszabhatosagot. A diagramok cimének, feliratainak generalasa,
formatumanak beallitasa, elhelyezése mar az 4gens feladata. Az értékek
megjelenithet6k az oszlopokon beliil vagy kiviil, a kérdiagramoknal pedig formazasi
lehetségek allnak rendelkezésre, amelyek megjelenithetik a neveket, értékeket és
szazalékos aranyokat egyarant. A tooltip és jelmagyarazat elhelyezését is agens kezeli.

Az eszkdz a kimenetét specialis formatumban adja vissza: egy JSON alapu
konfiguracids objektum tartalmazza a teljes diagram specifikaciot, mely kozvetleniil
értelmezheté a frontend komponensek altal és a diagram azonnal megjelenik a
felhasznaloi feliileten.
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6 Lekérdezési eredmények

A feladatok komplexitdsat vizsgalva négy szintet allapitunk meg. A feladatok kozott
egyszeriinek tekintjiik az egy 1épésben lekérdezhetd és megvalaszolhatd kérdéseket,
amelyeknél az els6 eszkozhivas utan képes valaszolni az agens, az eszkdzvalasztast
nem szamitva plusz 1épésnek. A bonyolultsag kdvetkez6 foka, amikor valamelyik MCP
segédfiiggvényt kell igénybe venni eldszor a helyes paraméterck beallitasahoz és a
veégs6 lekérdezéshez. Majd a harom vagy tobb, de nem nagy szamossagu lépésben
megoldhato feladatok kdvetkeznek, amelyek esetén a végso eredményhez nem elég egy
jol paraméterezett Big Data lekérdezés, hanem tobb aggregacios lekérdezés eredményét
kell kombinalni megfeleléen. Egy alternativ példa a riport generalasa mintaszovegbe
beillesztéssel, ahol a megfeleld szdmok kinyerése €s beillesztése tobbkords lefutast
eredményez. Komplex feladatok esetén (mint példaul az aggregalt célérték keresése
egy nagy szamossagu tartomanyban) pedig eléfordult log2(N) 1épést igényld folyamat
is. Megjegyezziik, hogy ez utobbi esetben a paraméter értéktartomany tobbszori
felezésével érhetd el a megoldas. Az elsd és az utolso szint ritkan fordul eld, a legtobb
feladat két-harom 1épést igényel.

Mind a strukturalt adatbazis lekérdezések, mind a nem strukturalt riportokban
keresés tesztelésre keriilt tobb nyelvi modellel. A 28 egyre nehezedd lekérdezd
feladatban az egyszerti, egyetlen szlirést igényl6 kérésektdl (pl. ,,Hany turista jart Bajan
2025-ben?”) az idészakosszehasonlitason és szazalékszamitason at egészen a
tobblépéses grafikonrajzolasig (pl. ,,Készits kordiagramot 2025-ben a legtobb turistat
fogad¢ telepiilésekrdl. Az els6 7 telepiilés mellett jelenits meg egy egyéb kategoriat.”)
terjedt. A visszautald kérdésekkel egy csevegésen beliil zajlott a tesztelés, valos kérdés-
valasz folyamot szimuldlva.

A kivalasztott modellek kozott egyarant szerepel lokalis, nyilt (gpt-oss, Qwen,
Llama) modell és API-n elérhetd, zart (GPT, Gemini) modell is. A tavolrdl elérhetd
modellek leginkabb a teljesitmény mérése €s az 6sszehasonlitas szempontjabdl keriiltek
be, a gyakorlati megoldas esetében csak lokalis szerveren (L40 kartyakkal) futtatott
modellek johetnek szoba. Az adatbazisban csak anonimizalt hash talalhato, személyes
adatok nem keriiltek ki a tesztelés soran.

1. tablazat: Modellek teljesitménye 14 adatbazis lekérdezés feladaton

Modell Eredmény Mindség

GPT-5 100,0% visszakérdez (+), grafikon szerkezete furcsa (-)

GPT-5 mini 96,4% 1 paraméter kihagyasa

GPT-40 82,1% Osszehasonlitéas (-), 1 paraméter kihagyasa, komplex
megoldasi stratégia (-)

gpt-0ss-120b 32,1% paraméterek pontosan definialt neveit sem adja meg jol

gpt-0ss-20b 32,1% paraméterek pontosan definialt neveit sem adja meg jol

Qwen3-235B 71,4% Osszehasonlitas (-), grafikonrajzolas (-), megoldasi
stratégia (-)

Llama-4-Maverick- 42,9% grafikon készités kérés nélkiil, rossz kimeneti mez6

17Bx128E valasztas, végtelen ciklus
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A gyakorlati tapasztalatok azt mutattak, hogy a GPT-5 és mini modelleket
alkalmazva magas pontossag érhet6 el. Azonban nem véart probléma, hogy a modellek
egyes paraméterek behelyettesitését ritkdn végezték el helyesen, pl. a szalloda tipus
kivalasztasa is ezek kozé tartozik a ,,Sorold fel az 5*-os szélloddkat...” tipust
kérdéseknél.

A modellek teljesitményét vizsgalva kizarolag a GPT-5 tudta megvalaszolni az
Osszes kérdést, mindezt ugy, hogy visszakérdezett a bizonytalan megfogalmazasoknal
(pl. szoba vagy féréhely kapacitas). A kisebb GPT-5 mini esetében mar megfigyelhetd
paramétertévesztés. A 4o nem érveld modell, ezért az Osszehasonlitasi feladatban
hibazott és az utolso, ,,egyéb” kategoria létrehozasara vonatkozé megoldasi startégiat
sem tudta sikeresen alkalmazni. A lokalis modellek koziil a gpt-oss modellek mérettdl
fiiggetleniil sulyos hibakat vétettek, legtobbszor a paraméterek pontosan definialt
neveit sem tudtak helyesen behelyettesiteni a fiiggvénybe. Az OpenAl nyilt modelljei
nem rendelkeznek a GPT-5-h6z hasonlithaté mindségli eszkozhivas betanitdssal, ez
latszik az eredményeken. A Qwen3 Osszességében a legjobb nyilt modell lett, de
szamos problémaval rendelkezik, mint a hibas grafikonrajzolas és a megoldasi
stratégiak nem megfeleld kihasznaldsa. A Llama 4 modell varatlan hibakat vétett, két
alkalommal grafikont készitett kérés nélkiil, egy kérdésnél valtoztatas nélkiil, végtelen
ciklusban ujra lekérte az adatokat, és hallucinaciot produkalt az utolsé kérdésnél. A
teljes kérdéssorozatban ez az egy tipikus hallucinacios hiba, az dsszes tobbi hibatipus
az utasitasok, stratégiak nem megfeleld értelmezésébdl ered.

2. tdblazat: Modellek teljesitménye 6 riportokban keresés feladaton

Modell Eredmény Minéségi hibak 1d6
(sec)
GPT-5 100% felesleges informaciok 52
GPT-5 mini 100% felesleges informaciok 66
GPT-40 67% 2 hianyzo adat; tablazat értelmezése 19
gpt-oss-120b 100% legjobb megfogalmazas és mindség 44
gpt-0ss-20b 67% 2 hianyzo adat; tablazat értelmezése 17
Qwen3-80B 50% 3 hianyz6 adat; 1 db f3jl kizarasa; 28
hivatkozas blokk rossz
Qwen3-235B 67% 2 hianyzo adat; tablazat értelmezése 42
Llama-4-Maverick- 0% Osszes PDF kizarasa 17
17Bx128E
Gemini-2.5-flash 83% 1 hianyz6 adat 28
Gemini-2.5-flash- 67% 2 hianyzo adat; valasz nem 14
lite koherens

A riportokban keresés a RAG modszerrel kapott eredményeket mutatja meg, 6 adat
lekérdezésével tesztelve. A GPT-5 és GPT-5 mini modellek bar hibatlanul vizsgaztak,
a vartnal tobb tokent hasznaltak el és felesleges informaciokat is kozoltek a
valaszokban. A 4o két esetben nem taldlta meg az adatokat, beleértve egy tablazat
kozepén talalhatd adatpontot. A gpt-oss-120b 100%-o0s eredményt produkalt, raadasul
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a legjobb megfogalmazassal és mindséggel, felesleges informacidk nélkiil. A 20
millidrdos, kisebb oss modell a 4o0-val egyenértékli valaszokat nyujtott, a tablazat
értelmezése ennek a modellnek is kihivast jelent. A nagyobb Qwen3 is 2 hibaval, mig
a kisebb mar 3 hibaval szerepelt — utobbi az egyik adatpontot tartalmazo fajlt kizarta és
masik riportban keresett. A Llama 4 Maverick nem megfelelé dokumentumokban
végezte az informaciokeresést.

Az 1 perc koriili feldolgozasi id6k a GPT-5 modelleknél a valasz eldtti érvelési
folyamatnak tudhatok be, éppen ezért szignifikansan gyorsabb a 4o modell 20
masodperc alatti ideje. A nyilt, lokalisan futtathaté modelleknél jelentdsen fiigg a
sebesség a paraméterszamtol: 100 milliard felett tobb, mint 40 masodperc, mig 20
milliard aktiv paraméter alatt kevesebb, mint 20 mdasodperc a mért vélaszidé. A
kifejezetten sebességre optimalizalt Gemini-2.5-flash modellek a valaszadas
felgyorsitasa céljabol keriiltek tesztelésre. A 2.5-flash-lite modell a legjobb
feldolgozasi 1d6t érte el (14 sec), de a valasz mindsége nem elegendé a gyakorlati
alkalmazashoz: a 2 hianyz6 adaton til a valasz koherencidja sem érte el a kivant szintet.

7 Tanulsagok osszefoglalasa

A valds iizleti koriilmények kozott pontos és hallucinaciomentes valaszokat szolgaltato,
természetes nyelven lekérdezhetd agens-alapu chatbot rendszer a szervezeti tudasbazis
ujszerti, de megbizhat6 kiaknazasat teszi lehetévé. A valaszok nemcsak reprodukaltak
a manualisan lekérdezhetd eredményeket, de validalhatoak is a fiiggvénybe beillesztett
paraméterek segitségével. Emellett a legtobb rossz lekérdezés felismerhet a hibas
felparaméterezésbdl, igy erre a késGbbiekben akar egy korrekcios modszer is épithetd.

Az adatbazis lekérdezés feladatokban csak a GPT-5 szerzett 100%-0s eredményt. A
nyilt modelleknek kihivast jelentett a feladatsor, a gpt-oss modellek esetén a rendszer
prompt roviditése vagy angol utasitisok megadasa orvosolhatja a gyengébb
eredményeket. A nagyobb paraméterszamti modellek altaldban jobb teljesitményt
nyujtottak. A riportokban torténd keresési feladatokndl a GPT-5 modellek hibatlan
eredményeket értek el, mig a gpt-oss-120b modell a legjobb valaszmindséget nytjtotta
felesleges informaciok nélkiill. A feldolgozési idok elemzése kimutatta, hogy a
modellméret és a valaszadasi sebesség kozott szoros, negativ irdnyd Osszefliggés
talalhato: a nagyobb modellektdl szignifikansan lassabb valasz varhato.

A feladattipusokhoz megfogalmazott megoldasi stratégiak beépitésével az agens a
nem egyértelmiien elvégezhetd kérések kezelésére is megtanithatod. A visszakérdezés
fontos pontja a bizonytalansag redukalasanak. Az LLM-ek rugalmassaga és a
determinisztikus folyamatok biztonsaga teszi lehetdvé a nagyfokt autonomiat.

Az itt bemutatott megoldas 0j eszkozt kinal a Big Data koézvetlen vezet6i
hozzaférhet6ségére a szervezeten beliill és eldsegiti a pontos, adatvezérelt
dontéshozatalt. Bar egy adott, konkrét esethez késziilt agens architektura keriilt
bemutatasra, a megoldas mas adatbazishoz is hozzakapcsolhato, és annak sajatsagaira
atszabhato a lekérdezd eszkozok kivalasztasaval és illesztésével.

130



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

Bibliografia

Agarwal, S., Ahmad, L., Ai, J., Altman, S., Applebaum, A., Arbus, E., ... & Zhao, S. (2025). gpt-
0ss-120b & gpt-0ss-20b model card. arXiv preprint arXiv:2508.10925.

OpenAl. (2025, August 13). GPT-5 system card. OpenAl. https://cdn.openai.com/gpt-5-system-
card.pdf

Altman, S. (2025, January 6). Reflections. Sam Altman. https://blog.samaltman.com/reflections

Anthropic.  (2024).  Introducing the Model Context Protocol.  Anthropic.com.
https://www.anthropic.com/news/model-context-protocol

Cheung, M. (2024). A Reality check of the benefits of LLM in business. arXiv preprint
arXiv:2406.10249.

Comanici, G., Bieber, E., Schaekermann, M., Pasupat, 1., Sachdeva, N., Dhillon, L, ... & Mehta,
S. V. (2025). Gemini 2.5: Pushing the frontier with advanced reasoning, multimodality, long
context, and next generation agentic capabilities. arXiv preprint arXiv:2507.06261.

Dong, Z., Guo, Y., Han, C., Ma, W., Xiong, J., Wen, S., & Xiang, Y. (2024). Al Agents Under
Threat: A Survey of Key Security Challenges and Future Pathways. ACM Computing Surveys,
57,1 -36.

GitHub. System prompts and models of Al tools. (2025). GitHub - x1xhlol/system-prompts-and-
models-of-ai-tools: FULL Augment Code, Claude Code, Cluely, CodeBuddy, Comet, Cursor,
Devin Al Junie, Kiro, Leap.new, Lovable, Manus Agent Tools, NotionAl, Orchids.app,
Perplexity, Poke, Qoder, Replit, Same.dev, Trae, Traycer Al, VSCode Agent, Warp.dev,
Windsurf, Xcode, Z.ai Code, dia & v0. (And other Open Sourced) System Prompts, Internal
Tools & Al Models. https://github.com/x1xhlol/system-prompts-and-models-of-ai-tools

Héandler, T. (2023). A Taxonomy for Autonomous LLM-Powered Multi-Agent
Architectures. International Joint Conference on Knowledge Discovery, Knowledge
Engineering and Knowledge Management.

Introducing ChatGPT agent: bridging research and action. (2025). Openai.com.
https://openai.com/index/introducing-chatgpt-agent/

Introduction - Model Context Protocol. (2025). Modelcontextprotocol.io; Model Context
Protocol. https://modelcontextprotocol.io/docs/getting-started/intro

Mei, L., Yao, J., Ge, Y., Wang, Y., Bi, B, Cai, Y., Liu, J., Li, M., Li, Z.-Z., Zhang, D., Zhou, C.,
Mao, J., Xia, T., Guo, J., & Liu, S. (2025). A Survey of Context Engineering for Large
Language Models. ArXiv.org. https://arxiv.org/abs/2507.13334

Meta. (2025). The Llama 4 herd: The beginning of a new era of natively multimodal Al
innovation. Meta.com. https://ai.meta.com/blog/llama-4-multimodal-intelligence/

Sapkota, R., Roumeliotis, K. I., & Karkee, M. (2025). Al agents vs. agentic Al: A conceptual
taxonomy, applications and challenges. arXiv preprint arXiv:2505.10468.

Vandor, P. & Cséki, Cs. (2025). RAG moddszerek implementaldsanak kihivéasai egy célorientalt
chatbot rendszer kontextusaban. In: Berend, Gabor; Gosztolya, Gabor; Vincze, Veronika
(Eds.) Magyar Szamitogépes Nyelvészeti Konferencia online edition, Hungary: Szegedi
Tudomanyegyetem TTIK, Informatikai Intézet (2025) 278 p., pp. 97-110., 14 p.

Yang, A., Li, A, Yang, B., Zhang, B., Hui, B., Zheng, B., ... & Qiu, Z. (2025). Qwen3 technical
report. arXiv preprint arXiv:2505.09388.

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, 1., Narasimhan, K. R., & Cao, Y. (2022, October).
React: Synergizing reasoning and acting in language models. In The eleventh international
conference on learning representations.

Zhao, A., Huang, D., Xu, Q., Lin, M., Liu, Y., & Huang, G. (2023). ExpeL: LLM Agents Are
Experiential Learners. A4AI Conference on Artificial Intelligence.

131






ALKALMAZASOK






XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

Mondatszint hatarozatrész-cimkézés magyar
bir6sagi hatarozatokon

Csanyi Gergely Mark!, Uveges Istvan'%, Lakatos Dorina', Déra Ripszam?,

Kornélia Kozak3, Nagy Daniel', Vadasz Janos Pal?

L GriffSoft Zrt., 1041 Budapest
2Ludovika Nemzeti Kozszolgalati Egyetem, Informaciés Tarsadalom Kutatointézet,
UNESCO Tanszék, 1083 Budapest
3Ludovika Nemzeti Kozszolgalati Egyetem, Allamtudomanyi és Nemzetkozi
Tanulmanyok Kar, Eurépai Koz- és Maganjogi Tanszék, 1083 Budapest
4ELTE Tarsadalomtudoményi Kutatokézpont, 1097 Budapest
{gergely.csanyi,istvan.uveges,dorina.lakatos,daniel.nagy } @griffsoft.hu
{ripszam.dora,kozak.kornelia,vadasz.pal } @Quni-nke.hu

Kivonat A cikk egy magyar birésagi hatarozatokon miikéds, mondat-
szint{ hatarozatrész-cimkézé (Rhetorical Role Labeling-RRL) rendszert
mutat be. Az RRL feladata, hogy a birésagi hatarozatok minden monda-
tat a hatarozatban betdltott szerepe szerinti cimkével lassa el (pl. tény-
allas, birdi érvelés, dontés, felek érvelése stb.), ezaltal tamogatva tobbek
kozott a szemantikus keresést, per kimenetelének predikciojat vagy az
automatikus Osszefoglalast. A munkaban szakértGk altal kézileg annotélt
korpuszon hasonlitottunk 6ssze t6bb architektarat (BiLSTM, Attention
és BiILSTM+ Attention) és egy linearis SVM referenciamodellt, kiilonbo-
28 beagyazasi stratégidkkal (huBERT CLS vs. Jina v3, late chunkinggal
és anélkiil). A cimkekészlet nyolc osztalybol allt. Eredményeink szerint a
legjobb teljesitményt a huBERT CLS beéagyazasokkal taplalt BILSTM ér-
te el, mind dokumentumszintd pontossagban, mind (stlyozott és makro)
F1-ben, érdemben feliilmilva az SVM-et. Meglep§ médon a late chunk-
ing nem javitotta, hanem rontotta a mondatszintti RRL pontossagét, ami
arra utal, hogy a tul tdg dokumentumkontextus zajt vihet a mondatvek-
torokba. A rendszer mar éles kornyezetben is miikodik: RAG-alapu jogi
informaciokeresést tamogat a magyar birésagi hatarozatokon.
Kulcsszavak: rhetorical role labeling, retorikaiszerep-cimkézés, hatarozatrész-
cimkézés, late chunking, mondatszintd osztalyozés

1. Bevezetés

A retorikaiszerep-cimkézés (Rhetorical Role Labeling-RRL) olyan NLP feladat,
amelyben a dokumentum egyes részeit (jelen esetben minden mondatat) a sz6-
vegben betoltott szerepe szerint osztalyozzuk. A jogi teriileten azért érdekes
probléma, mert a szerepek szerint felbontott hatérozatok jol hasznosithatok tobb
egyéb feladat esetében is. Ha képesek vagyunk felismerni egy szévegbdl, hogy mi
az a szovegrész ami a tényallasrol, vagy a bir6i érvelésrdl szol, akkor ezeket a sz6-
vegrészeket felhasznalhatjuk pl. jogeset predikciohoz (feltételezve persze, hogy
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hasonlo birdsagi ligyek hasonlo itélettel végzédnek), de szemantikus kereséshez
is, pl. a tényallasokra sztirve gyorsabban talalhatok hasonld iigyek, vagy kivo-
natok mindségét lehet javitani azzal, hogy csak a relevans szerkezeti egységeket
hasznaljuk fel a kivonatolashoz. Tudomésunk szerint magyar nyelvre még nem
késziilt hasonlé megoldas, nemzetkdzi szinten pedig a legtébb hasonlé munka an-
gol nyelvre késziilt (Bhattacharya és mtsai, 2019; Malik és mtsai, 2021; Bambroo
és mtsai, 2025), par nem angol mellett (Marino és mtsai, 2023; Aragy és mtsai,
2021). Ebben a munkaban egy magyar birosagi dontéseken alkalmazhato, éles-
ben is miikodé RRL-osztalyozét mutatunk be. Tébb architekturat hasonlitunk
6ssze (BILSTM és Attention-alapi modellek, linearis SVM), és megvizsgaljuk a
vektorizalas ,late chunking” technikdjanak hatasat is, amely a széles kontextus-
ablaku beagyazasi modellek segitségével képes a szovegrészeket ativel6en kontex-
tust biztositani. A modelleket jogi szakértsk altal kézzel annotalt, mondatszintd
korpuszon tanitottuk és teszteltiik.

2. Kapcsol6dé irodalom

Bhattacharya és mtsai (2019) az indiai Legfels6bb Birosag ot jogteriiletrdl szar-
maz6 50 itéletén (Gsszesen 9 380 mondat), mondatszinti RRL-feladaton dolgoz-
tak 7 cimkével. BILSTM és BIiLSTM-CRF modelleket vizsgaltak, a mondatok
sorrendiségét a hierarchia és a CRF-tranziciok révén hasznositva. A mondatvek-
torokat sent2vec-bdl szarmazo, nagy jogi korpuszon elStanitott beagyazasokkal
allitottak els.

Aragy és mtsai (2021) 70 darab portugal nyelvd polgéri jogi beadvanyt, tehat
nem birésagi hatarozatot cimkézett fel mondatszinten. A mondatokat a BERT
CLS tokenjével klasszifikaltak, finomhangolva egy klasszifikacios réteget illetve
a BERT egyes rétegeit is, tehat nem vették figyelembe a mondatok sorrendjébél
szarmazo plusz informaciot.

Malik és mtsai (2021) 100 angol nyelvii indiai itéletbsl (50 versenyjogi, 50
adotigyi) 4allo, szakértSkkel annotalt kb. 21 ezer mondatos korpuszt hoztak lét-
re 7 retorikai cimkével, mondatszinten, kifejezetten RRL-feladatra. A szerzdék
tobbfeladatos (Multi-Task Learning-MTL) modellt javasolnak, ahol a cimkézés-
hez egy cimkevaltozas predikcio (label shift prediction) segédfeladat is tarsult
a CRF mellett. Ez a megkozelités érdemben feliillmulta a mondat sorrendjétsl
fliggetlen megoldéasokat, bizonyitva a sorrendbdl szarmazo6 extra informéacié fon-
tossagat.

Marino és mtsai (2023) két korpuszon vizsgalodtak: egy kb. 1 500 olasz {té-
letbdl allo ITA-RhetRoles korpuszon (5 cimke) és a 275 dokumentumbol 4llo
BUILD angol korpuszon (13 cimke), 96 ezer illetve kb 32 ezer mondattal. A
szerz6k hierarchikus modellt vizsgaltak (LEGAL-ToBERT: LEGAL-BERT folé
épitett transzformer), amely a mondatok sorrendiségét és kolesonos viszonyait
is kiaknazza (pozicionalis kodolassal és mondatszintt encoderrel), és mindkét
nyelven feliilmilta a sima LEGAL-BERT referenciamodellt.

Bambroo és mtsai (2025) mondatszintd RRL-t végeztek 7 cimkeével az indiai
DIN (150 itélet, 31 ezer mondat) és az angliai DUK (50 itélet, 18 ezer mon-
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dat) korpuszon. A javasolt MARRO modell BiILSTM-CRF-re épiil multi-headed
self-attentionnel, sent2vec vagy legal-bert-small bedgyazasokkal és multi-task ta-
nuléssal és label-shift segédfeladattal a modell a mondatok sorrendiségébdl és a
dokumentumon beliili tavolabbi Gsszefiiggésekbdl is profital.

3. Adathalmaz

3.1. Altalanos jellemzdk

A célunk az volt, hogy az Osszes jelenleg nyilvanosan elérheté anonimizalt bi-
roségi hatarozatra elvégezziik az RRL cimkézést, amely koriilbeliil 235 ezer do-
kumentumot jelent. A hatarozatok felépitése altalaban meglehetésen hasonlo: a
két fél, a birosag, az el6z6 birdsagok és az iligyek szdma, valamint a targy in-
forméacioival kezd6dnek, majd egy rovid bekezdés jon a dontésrél. Ezt koveti
altalaban a tényallas és az el6z6 birdsigok itéleteinek ismertetése, majd a fe-
lek érvelései, Gjra a dontés, végiil pedig a birdsag részletes érvelése a dontéssel
kapcsolatban. A magyar birosagok 2016 el6tt masképp strukturaltak ezeket a
dokumentumokat, nem adtak egyértelmii fejezetcimeket a dokumentumokban,
2016 utan pedig csak a Kuria volt koteles ilyen leir6 fejezetcimeket adni, amit
lassan az alacsonyabb szintd biroésagok is kovettek. Méara mar a fejezetcimeket
tartalmazo6 megoldas valt az altalanosabb szerkesztési moddé, amely egy neuralis
modell szdmara konnyen megtanulhat6 cimkézést tesz lehetévé. A tovabbiakban
a fejezetcimeket nem tartalmazo dokumentumokat a régi tipusanak, az ezeket
tartalmazokat pedig Gj tipust dokumentumnak nevezziik.

A tanito, validacios és teszthalmazok jogteriilet szerinti eloszlasat az 1. tab-
lazat mutatja be. Eltér6 volt az eloszlédsa a tanité és a teszteléshez hasznalt
halmazoknak. A tanitohalmazban a jogteriiletek szinte egyenlGen oszlottak el, a
katonai biintetGligyeket biintetSiigyként szamolva, mig a teszthalmaz az egész,
kb. 235 ezres korpusz eloszlasat kovette, hogy a tényleges pontossigot lehessen
becsiilni. A teljes korpuszban az Gj-régi tipusi dokumentumok koézti arany kb.
1:9-hez, mely fokozatosan egyenlitédik ki, mert az ijabb dokumentumok mér jel-
lemz&en 4j tipusiak. A tanitohalmaz minden jogteriileten kozel egyenld szamu
régi és 10j tipusi dokumentumot tartalmazott, kivéve a kozigazgatasi és katonai
biintetGjogi eseteket. A régi tipusi dokumentumok kiilénésen fontosak voltak az
értékelés szempontjabol, mert az 0j tipusi dokumentumokkal ellentétben nem
tartalmaztak konnyen azonosithato fejezetcimeket, amelyek leegyszertsithették
volna a cimkézési feladatot, illetve a jelenlegi korpusz nagy tobbségben ilyen
dokumentumokbol all. A dokumentumokat Gsszesen hat jogi szakérté cimkézte.
Az annotéatorok iranymutatiasként megkaptak a rendelkezésre allo cimkék lista-
jat (lasd 3.3. szakasz), amelyek egy jogasz szamara érthetsk, és azt az utasitast,
hogy mondatonként csak egy cimkét adjanak, tobb lehetséges cimke esetén a leg-
megfelel6bbet kivalasztva. Végiil egy 299 dokumentumbdl allo tanito-+validaléasi
és egy 120 dokumentumbdl all6 teszthalmazt hoztunk létre.

Annotéatorok kozti egyetértést 10 dokumentumon (Gsszesen 2734 mondat)
szamitottunk két annotator bevonasaval. Metrikaként az atlagos egyezést illetve
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a Krippendorff alfa (Krippendorff, 2011) értéket valasztottuk. A részletes ered-
ményeket az A. Filiggelék 5. és 6. tablazatai mutatjak be. A nyolc cimkébdl hat jo
egyezést mutatott (o > 0,67) a Tényallas (0,3899) és a Birosag dontése (0,4243)
kategoriak szerepeltek rosszabbul.

1. tablazat. A tanito, validacios és teszthalmaz jogteriiletenkénti eloszlasa

Jogteriilet Tanito+validacios halmaz Teszthalmaz Arany [%]
Régi tipus|Uj tipus|Ossz. |Régi tipus|Uj tipus|Ossz.|Teszt|Teljes korpusz
Biintets 27 26 53 13 3 16 |13,33|15,83
Gazdasagi 28 28 56 12 3 15 [12,50(12,41
Katonai biintet6|5 0 5 3 0 3 2,50 (2,01
Kozigazgatasi |49 24 73 21 3 24 120,00(20,19
Munkatigyi 26 26 52 10 4 14 |11,67(8,34
Polgari 30 30 60 42 6 48  |40,00(41,22
Osszes 165 134 299 |101 19 120 |100 (100

3.2. Mondatra bontas

A jogi dokumentumokban a széveg mondatokra bontasa kihivast jelent, mivel
a jogi dokumentumok sokkal t6bb pont karaktert tartalmaznak, mint mas te-
riiletek korpuszai. Ezek kozé tartoznak a kiilonbozd itélkezési gyakorlatra, ligy-
szamra vagy jogszabalyra valo hivatkozasok (pl. II. Pfv.35.125/2010/4, 32/2008.
(VIIL. 19.) IM rendelet 8. § stb.), valamint az anonimizalas eredményeként mo-
nogramok és harom pont is gyakran el6fordul. A mondatokat a Csanyi és mtsai
(2024) cimtd cikkben leirt, kifejezetten birdsagi dokumentumokhoz modositott
heurisztikus szegmentaloval bontottuk szét. Ez a mondatszegmentald nagyon jo
eredményeket ért el jogi dokumentumok esetében, jobb teljesitményt nytjtott a
HuSpaCy magyar valtozataban (Orosz és mtsai, 2023) talalhato transzformer-
alapt megoldéashoz képest, mikdzben lényegesen gyorsabb is.

3.3. Cimkekészlet
A mondatokat az alabbi cimkék egyikével cimkéztiik:

— Tényallas: minden mondat, amely leirja, hogy mirdl szél a jogvita.

— Perel6zmény: mivel a birésagi hatarozatok minden szintjét vizsgaltuk (Ka-

ria, Torvényszékek, [télstablak, Kozigazgatasi Birosagok stb.), a dokumen-

tumok tartalmazhatnak informéciokat korabbi dontésekrdl is.

Felek érvelése: a felek érveirdl és kérdéseirdl szol6 mondatok.

Birosag dontése: Az a jellemzden egy-két mondat, ami a déntés maga, pl.

A birosag a felperes keresetét elutasitja.

— Biré6i érvelés: a biréi érvelés a dontés jogi alapjat illetGen.

— Perkoltség: mondatok arrél, hogy az itélet alapjan melyik félnek mennyit
kell fizetnie perkoltségként.
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— Rendelkezé rész: az itélet gyakorlati kovetkezményeit leir6 mondatok, pél-
daul hogy az alperesnek X 0Osszeget kell fizetnie kartéritésként a felperes
részére.

— Egyéb: egyik fenti kategoridba sem tartozo részek, példaul alairasok, a do-
kumentum fejléce, keltezés, fejezetcimek stb.

A cimkék eloszlasat, a mondatszdmot, aranyukat az adatbézisban, valamint a
mondatonkénti tokenek szamat a 2. tablazat mutatja be. A tokenek szaméat a
jinaai/jina-embeddings-v3 huggingface modell segitségével szamitottuk ki.

2. tablazat. Cimkék eloszlasa, tokenatlagok mondatonként

Label Tanito és validacios adathalmaz Teszthalmaz
Mondatszam|Arany | Token /mondat|Mondatszam | Arany | Token /mondat
Bir6sag dontése|1657 0,0492|40,15 710 0,0402|47,70
Biréi érvelés  [9864 0,2931|57,16 5899 0,3340(54,11
Felek érvelése |6639 0,1973|52,56 3198 0,1811}49,71
Egyéb 5518 0,1640(11,38 1380 0,0781(17,14
Perel6zmény 3735 0,1110(57,44 1653 0,0936|56,13
Perkoltség 967 0,0287(57,08 450 0,0255(59,14
Rendelkez6 rész|441 0,0131|62,93 352 0,0199(55,45
Tényallas 4832 0,1436|49,32 4020 0,2276(49,52

4. Beagyazasok

4.1. Jina beagyazasok late chunkinggal és anélkiil

A beagyazasi modellek egy adott szoveget egy vektortérbe képeznek le. A kor-
szerd, transzformer-alapt beagyazési megoldasok azonban egy fix kontextusab-
lakkal rendelkeznek. Hosszabb szdvegek esetén gyakran sziikséges a bemenetet
kisebb darabokra felosztani, hogy mindegyik beférjen a modell kontextusabla-
kaba. Ezeknek a szovegrészeknek az egyméstol fiiggetleniil torténs beagyazasa
azonban csokkenti a rendelkezésre 4ll6 dokumentumszintd kontextust.

Ennek kezelésére Giinther és mtsai (2024) a JinaAI-t6l egy kivalo, mégis egy-
szer( Otlettel allt elS, melyet late chunkingnak (ut6lagos felbontasnak) neveztek
el. A koncepciot az 1. abra szemlélteti. A late chunking soran a teljes szoveget
atadjuk a beagyazé modellnek, és kiszamitasra keriilnek a token szint beagya-
zésok. Ezt kovetSen torténik csak a szoveg felbontasa, vagyis az egyes chunkok
kialakitasa, mely soran chunkvektorokat a chunkok tokenvektorainak atlagaval
képziink. Igy biztosithato, hogy az egyes szovegrészek kozotti kontextus a be-
adgyazasokban is megjelenjen. Ennek kiszamitasahoz a beagyazé modellnek to-
kenszint bedgyazasokat is vissza kell adnia, és viszonylag nagyobb tokenablakkal
kell rendelkeznie.
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1. abra. Late chunking

T&bb olyan beagyazasi modell is van, amely akar 8192 tokent is képes le-
fedni, am jellemzGen ezek nem adnak vissza tokenszint bedgyazéasokat, csak
egy bedgyazast a beadott szdvegre, tehat ezekkel nem lehetséges a late chunk-
ing. Ilyen példaul az OpenAl text-embedding-3-large modellje, a Gemini
gemini-embedding-001 modellje. Tokenszintd bedgyazasokat is visszaad példa-
ul a Pekingi Mesterséges Intelligencia Akadémia BGE-M3 (Chen és mtsai, 2024)
modellje, valamint a JinaAl jina-embeddings-v3 (Sturua és mtsai, 2024) és
jina-embeddings-v4 modelljei (Giinther és mtsai, 2025), valamint a Stella V5
modellje (Merola és Singh, 2025). Ebben a cikkben a Jina V3-as modelljét hasz-
naltuk, a nativ API segitségével, amelyben a late chunking beéllitas egy egyszeri
paraméterként elérhetd.

4.2. BERT CLS

Masodik beagyazasi modellként a huBERT (SZTAKI-HLT/hubert-base-cc) mo-
dell (Nemeskey, 2021) CLS token reprezentaciojat hasznéaltuk. Az elGtanitas ki-
zarélag magyar adatokon, tobbek kézott jogi dokumentumokon tértént, ez némi
elényt jelentett feladatunkhoz, azonban a modellt nem finomhangoltuk. A modell
maximélis kontextusablaka 512 token, és 768 dimenziés CLS bedgyazasokat hoz
létre. A kontextusablaknal hosszabb mondatok kezelését a 2. dbra mutatja be.
Ezeket a mondatokat maximum 512 token széles darabokra osztottuk, a szoveget
csak a szavak hatarain bontva, a darabolt részek kozott atfedés nélkiil. Minden
egyes szovegrészhez kiszamitottuk a BERT CLS vektort. A kontextusablaknél
hosszabb mondat beagyazasa a felosztott adatok beagyazéasainak atlaga volt, ki-
véve az utolsé darabot, ahol a vektort a tokenek szaméanak és a kontextusablak
aranyaval szoroztuk be, hasonloan a Csanyi és mtsai (2025) cikkhez.

4.3. Pozicios jellemzs

Ha a mondatokat ugy vektorizaljuk, hogy nem alkalmazzuk a late chunking mod-
szerét, akkor a mondat helyzete a dokumentumban a kontextussal egyiitt teljesen
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2. dbra. Kontextusablaknal hosszabb mondatok vektorizalasa BERT CLS mod-
szerrel

elveszik. Ezért kiszamitottuk a poziciés jellemz6t, amely az adott mondat rela-
tiv helyzete a dokumentumban. Ez egy 0 és 1 kozotti szam, amelyet plusz egy
helyiértékként hozzaadtuk a mar rendelkezésre allo bedgyazasokhoz.

5. Osztalyozasi modellek

Az RRL egy szekvencialis osztalyozasi feladat, ahol a mondatok jelentése nem
fliggetlen egyméastol, tehat a cimkék sem fiiggetlenek, igy a mondat szévegben
elfoglalt helye fontos informécio az osztalyozéas sordn. Ennek igazolaséra kipro-
baltuk referenciamodellként a linearis SVM-et, amely nem képes kihasznalni ezt
az informéciot, valamint a szekvenciélis cimkézésre alkalmas neuralis modelleket:
BiLSTM (Hochreiter és Schmidhuber, 1997), Attention (Vaswani és mtsai, 2017)
és BiLSTM+Attention halokat. Az egyes architekturak felépitése a 3. abran lat-
hato.

Minden architektiraban minden mondatot el6szor bedgyaztunk, majd ezek
bekeriiltek az adott szekvencialis neuralis modellbe. Minden szekvencialis ki-
meneti vektor egymaésra helyezett Dense és Dropout rétegekbe, valamint egy
mondatonkénti softmaxba taplaltunk be, nyolc neuront hasznalva osztalyoza-
si rétegként. Az Attention architekttra (3a. dbra) self-attention-nel a mondat-
sor felett hoz létre kontextusérzékeny reprezentaciot. A BiLSTM (3b. abra) a
kétiranyt mondatkornyezettel ad kontextust, azonban hosszabb szekvencidkra
nem mikodik nagyon jol. A BILSTM+Attention (3c. abra) pedig mindkét mod-
szer erdsségeit egyesiti. Az implementacié soran a keras framework-6t hasznal-
tuk (2.15.0 verzio), a szekvencialis self-attention-hoz a keras-self-attention
(0.51.0 verzio) konyvtarat, a keresztvalidalashoz és a linearis SVM-hez pedig a
scikit-learn (1.6.1 verzio) kényvtarat hasznaltuk (Pedregosa és mtsai, 2011).
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3. abra. Neuralis modellek

6. Eredmények

6.1. Linearis kerneldi SVM

Referenciaként a mondatvektorokat linearis kerneld SVM-mel osztalyoztuk. Fi-
nomhangoltuk a C paramétert, amely C=1 beéllitasnal volt a legjobb, és kipro-
baltuk a class_weight=balanced beallitast is, mivel az adatunk nem homogén
eloszlasu volt. Az SVM nem képes kihasznalni a mondatszekvenciabol szarmazo
plusz informaciokat, kivéve ha late chunkingot alkalmazunk. Otszoros kereszt-
validalast végeztiink a 299 dokumentumbol all6 tanitési és validalasi halmazok
felhasznalasaval, iigyelve a jogteriilet szerinti aranyos mintavételezésre. Osszeha-
sonlitottuk a Jina és a BERT CLS beagyazasokat pozicios jellemzdékkel és anélkiil,
valamint a class_weight=balanced beallitdssal. Mér&szamként a makro atlag
F1 metrikat valasztottuk. Az eredményeket a 4. abra mutatja.

A late chunking nélkiili beagyazasok (Jina late chunking nélkiil és BERT
CLS) hasonl6 mintat kovettek: a class_weight=balanced beallitas hasznalata
rontotta a teljesitményt, azonban a poziciés jellemz6 hozzdadésa elényos volt,
a makro F1 atlagot 4,76%-kal (66,07%-rol 70,83%-ra) és 4,25%-kal (70,85%-16l
75,10%-ra) emelte. Ezzel szemben late chunking esetén a class_weight=balanced
beallitas bizonyos mértékben javitotta az eredményeket, és a pozicids jellemzs
hozzaadasa is pozitiv, de marginélis hatéssal volt, mig a legjobb late chunkinggal
elért eredmény jelentGsen a late chunking nélkiili legjobb eredmény alatt maradt
(70,83% vs. 67,77%).

A Jina vektorok alulteljesitése meglepé a BERT CLS vektorokkal szemben,
egyfel6l mert ez egy finomhangolt beagyazas, masfelsl pedig a late chunkinggal
végzett vektorizalas szamos adathalmazon nagyobb javulast hozott a révidebb,
mint a hosszabb chunkoknél (Giinther és mtsai, 2024). Korpuszunk mondatai
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4. abra. Kiilonb6z8 vektorformak és tanitasi paraméterek Osszehasonlitasa:
pozicié: mondat relativ pozicidja, balanced: class_weight=balanced beil-

litas.

viszonylag rovidek voltak (atlagosan 50 token/mondat), ezért érdemi teljesit-
ménynévekedést vartunk. Ezzel szemben egy friss tanulméanyban Merola és Singh
(2025) azt kaptak, hogy Q&A feladatban a late chunking a visszakeresés tel-
jesitményét rontotta, vagy legfeljebb csekély mértékben javitotta. A rossz tel-
jesitmény miatt felmeriilt a Jina vektorizald6 nem megfelels beallitasa. A Jina
az alabbi vektorizalasi feladatokat kinélja: classification, text-matching, sepa-
ration, retrieval.passage, valamint retrieval.query, melyek kozil a classification
beallitast valasztottuk. Osszehasonlitast végeztiink 5-szoros keresztvalidacioval
a tanit6+validacios adatokon, méar nem egy, hanem két ismétléssel, rogzitett
random_seed paraméterrel. A halmazok képzéséhez jogteriilet szerinti aranyosi-
tott felosztast alkalmaztunk, mivel a mondatszintii osztalyozas fliggetlen a mon-
datok sorrendjétél. Osszehasonlitottuk a late chunking nélkiili Jina vektorokat a
separation, text-matching, classification vektortipusokkal, illetve a BERT
CLS beagyazasokkal. Az eredményeket az 5. 4bra mutatja.

Erdekes modon a legjobb feladatnak nem a classification bizonyult, ha-
nem a separation bedllitas, de semelyik Jina beallitdssal sem sikeriilt megkd-
zeliteni a BERT CLS beagyazast.

Az eredmények tehat azt mutattik, hogy a mondatok jelentGs része tovabbi
szekvencialis informacio kihasznalasa nélkiil is helyesen osztalyozhato, illetve a
late chunkinggal kapott kontextus rontott a klasszifikicié soran. Ugyanakkor
bebizonyosodott, hogy a szekvencialis informacié fontos, mert a pozicios jellemz6
hozzdadésaval az eredmények szamottevGen javultak.

6.2. Neuralis modellek

Mivel a linearis SVM-mel kapott eredmények arra utaltak, hogy a Jina beigya-
zasok nem teljesitenek jol az RRL feladatunkban, a neuralis architekturakat
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5. dbra. Jina separation, text-matching és classification bedgyazasi fel-
adatok Osszehasonlitasa a BERT CLS-sel linearis SVM osztalyozoval

kizarolag a legjobban szerepld BERT CLS beédgyazasokkal hasonlitottuk 6ssze,
pozicios jellemzs hozzéadaséaval, illetve anélkiil. A tanitas soran az adathalmazt
85% tanito és 15% validacios részre osztottuk, aranyositott felosztassal a jogte-
riillet és a régi ill. j dokumentumtipus szerint is. Minden epoch elején a doku-
mentumokat megkevertiik (de a benniik 1évé mondatokat nem), és kategorikus
keresztentropia veszteségfliggvényt alkalmaztunk.

A tanitas soran hasznalt paramétereket a B. Fiiggelék 7. tablazata tartalmaz-
za, melyekhez révidebb probalgatasokat kdvetve jutottunk el. Minden tanitast
haromszor végeztiink el, harom kiilonbozs véletlenszert allapotot (random state)
allitva be a tanité és validalasi halmazok bontasédhoz.

F6 6sszehasonlitasi metrikaként a makro F1 atlagot és a dokumentumszin-
tid atlagos pontossadg (Document Average Accuracy-DAA) metrikat valasztot-
tuk. Ezeket minden dokumentumra a validaciés halmazon kiilén szamoltuk ki,
és ezek atlagat és szordsat a 6. dbra mutatja be. Az eredmények alapjan az
Attention halo képes megtanulni a jogi tigyek szabalyszertiségeit, de csak kor-
latozott mértékben. A BILSTM és a BiLSTM+ Attention halok sokkal jobban
megragadtak a jogi dokumentumok szabalyszertiségeit, mintegy 20-25 F1 pontos
kiilonbséggel megelézve az Attention modellt. A pozicios jellemz6 hozzaadasa-
nak hatasa az Attention modellnél marginalisan, de javitott, mig a mésik két
architektiraban elhanyagolhatd volt. Ezért csak a legjobban szerepls BiLSTM
és BILSTM+Attention halokat hasonlitottuk Gssze a teszthalmazon.

6.3. Eredmények a teszthalmazon

A BiLSTM és a BiLSTM+ Attention halokat a korabbi szakaszban bemutatott
beallitasokkal jratanitottuk az egyesitett tanité és validacios adatokon. Az igy
kapott modelleket ezutdn a teszthalmazon értékeltiik ki, melyet a 3. tablazat
mutat be. Az eredmények azt mutattak, hogy a BERT CLS+BIiLSTM beallitas
miikodott a legjobban, bar az 6sszes beallitas viszonylag hasonléan teljesitett, és
mindegyik jo teljesitményt nyidjtott az RRL feladatban.
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3. tablazat. Fredmények a teszthalmazon

Beagyazas Neuralis modell | DAA |Accuracy|Makro F1|Sulyozott F1
BERT CLS BiLSTM 0,9226(0,9247  ]0,8849 0,9252
BERT CLS+pos|BiLSTM 0,8926|0,8828 |0,8356 0,8853
BERT CLS BiLSTM+Attention|0,8806|0,8668  |0,8209 0,8690
BERT CLS+pos|BiLSTM+ Attention|0,8964|0,8731  |0,8317  |0,8751

6.4. Cimkeszintd eredmények a teszthalmazon

A legjobb modelllel szamolt cimkeszint eredményeket a 4. tablazat tartalmazza.

4. tablazat. A legjobb modell cimkeszintii eredményei

Cimke Pontossag|Fedés [F1 F1 Régi|F1 Uj
Birdi érvelés 0,9747 0,9425(0,9583(|0,9507 |0,9915
Birésag dontése|0,8341 0,8066|0,82011/0,8177 |0,8421
Felek érvelése (0,9073 0,9407|0,9237(|0,9078 |0,9732
Egyéb 0,9939 0,8768(0,9317(|0,9167 |0,9625
Perel6zmény  |0,9458 0,9178]0,9316{|0,9131 |0,9827
Perkoltség 0,9389 0,9862(0,9620(|0,9577 |0,9783
Rendelkezs rész|0,6144 0,6676(0,6399(|0,6646 |0,4267
Tényallas 0,8823 0,9432/0,9117(|0,9114 |0,9151

A cimkék tobbsége esetében 0,9 feletti F1 értéket mértiink, két cimke kivé-
telével: a Birosag dontése (0,8201) és a Rendelkez6 rész (0,6399) esetében. Jol
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lathato volt az is, hogy az 4j tipust dokumentumok esetében a modell jobban tel-
jesitett a régi tipust dokumentumoknél a Rendelkez6 rész kategoria kivételével,
alatamasztva, hogy az tjabb tipust dokumentumok kénnyebbek a kategorizalas
szempontjabol. Megallapithato volt még, hogy a régi dokumentumok esetében is
nagyon j6 eredményeket ért el a modell, a Birosag dontése (0,8177) és a Rendel-
kezs rész (0,6646) cimkék kivételével mindenhol 0,9 feletti F1 értéket mértiink.

A Rendelkez§ rész cimke a legkevesebbszer eléforduld cimke volt mind a
tanitd, mind a teszthalmazban. Ennek oka, hogy ez amolyan egyéb cimke: csak
azok a mondatok kaptédk ezt a cimkét a hatarozat rendelkezé részébdl, amely
egy bekezdésnyi szoveg a hatarozat elején, amelyek nem voltak besorolhatoak
vagy a Perkoltség vagy a Birdsag dontése kategoridba. Ezért ennek a cimkének
a fontossaga sem nagy gyakorlati szempontbol.

7. Osszegzés

Bemutattuk tudomasunk szerint az els6, magyar birésagi hatarozatokon miks-
d6, mondatszint{i hatarozatrész-cimkézd (Rhetorical Role Labeling-RRL) meg-
oldast, amelyet egy tGjonnan Osszedllitott korpuszon értékeltiink, és klasszikus,
illetve neuralis architektturakkal vetettiink ssze. Osszhangban mas nemzetkozi
kutatasok eredményével azt tapasztaltuk, hogy a mondatok sorrendjébél szar-
maz6 informécio jelentsen segiti a klasszifikdcio pontossidgat. A magyar BERT
(huBERT) CLS-beagyazasokkal taplalt BILSTM adta a leger&sebb sszteljesit-
ményt a teszthalmazon, egyértelmten feliillmilva a linearis SVM alapmodellt,
ami alatdmasztja a szekvencialis informacio jelentGségét. A visszakereséssel kap-
csolatos irodalom friss eredményeivel ellentétben a ,late chunking” rontotta a
teljesitményt a mondatszinti RRL-ben, és a tébbnyelvi Jina v3 beigyazasok
sem bizonyultak jobbnak a magyar BERT CLS-nél. Ez arra utal, hogy a doku-
mentumkontextus ,befecskendezése” fix mondatvektorokba zajt vihet a bedgya-
zésokba, ezzel nehezitve a kategorizalast. A legjobb modellel a dokumentumok
mondatai 92,2%-os atlagos pontossdggal voltak osztalyozhatok. A munka gya-
korlati hatassal is bir: a legjobb modell az Orszagos Birosagi Hivatalnal egy
RAG-pipeline-ban teszi lehetévé a hatarozatrészek alapjan torténd szirést, ja-
vitva a kiilonb6z6 jogi problémak kereshetGségét és magyarazhatosagat.
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Fiiggelék

A. Annotatorok kozotti egyetértés

5. tablazat. Annotatorok kozotti egyetértés
Metrika Erték

Atl. egyetértés |0,8706
Krippendorff Alfa|0,7777

6. tablazat. Cimkeszintii annotatorok kozotti egyetértés

Cimke Krippendorff Alfa|Atl. egyetértés
Birésag dontése 0,4243 0,9693
Biroéi érvelés 0,7568 0,8815
Felek érvelése 0,9479 0,9832
Egyéb 0,6998 0,9682
Perel6zmény 0,6768 0,9203
Perkoltség 0,9283 0,9971
Rendelkezd rész 0,8066 0,9942
Tényallas 0,3899 0,8175

B. Tanitasi paraméterek
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7. tablazat. Tanitas soran hasznélt paraméterek

Paraméter Ertéek

Epochok max 200

Tanulasi rata 0,001

Dropout 0,4

Rekurrens dropout 0,4

Batch méret 32

LSTM cellak 128

Elosztott dense neuronok|32

Early stopping validacios veszteség
Early stopping patience |10 epoch, legjobb modell marad
Optimalizalo AdamW

Attention window 10
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MangaliCa: A Bilingual Vision-Language Model
for Hungarian-English Image Captioning and
Retrieval

Armand Szaboé!, Attila Borbély!, Kevin Ye!, Natabara Gyongydssy!,
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Intelligence
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Abstract. Recent advances in vision-language modeling are been driven
by large-scale datasets and architectures that combine contrastive and
generative objectives. While these developments have led to strong per-
formance in high-resource languages such as English, comparable mul-
timodal data for medium-resource languages remain restrained. As a
step toward addressing this limitation, we introduce MangaliCa, the first
Hungarian-English bilingual vision-language model designed for both im-
age captioning and image-text retrieval, built upon the CoCa framework
with a CLIP ViT-L/14 image encoder and a TinyLlama 1.1B language
model. This model is supported by a newly constructed synthetic silver-
standard 70-million-sample Hungarian-English image-text dataset that
provides the multimodal foundation for bilingual training at scale.

A central contribution of this work is the construction of the bilingual
image-caption dataset, the largest multimodal training set to date in-
volving Hungarian. This dataset was created by aggregating four diverse
English-language image-caption sources and extending them with Hun-
garian machine translations produced through a distributed, large-scale
automated translation pipeline. The dataset pipeline incorporates paral-
lelized image fetching, caption cleaning, translation quality control, and
strict post-processing filters to ensure caption fidelity and cross-lingual
alignment at scale. The resulting set provides rich linguistic variety, high
visual diversity, and paired annotations for contrastive bilingual training.
Leveraging this dataset, MangaliCa is trained with a dual-objective setup
that jointly optimizes contrastive alignment and autoregressive caption
generation across both languages. The trained 1.8B parameter model
supports both standalone caption generation and efficient image-text re-
trieval through its contrastive backbone. Experiments demonstrate ef-
fective retrieval and captioning performance, particularly on long-form
data. With MangaliCa we intend to take a first step towards extending
multimodal AI capabilities to Hungarian and establishing scalable data
curation methodologies for multilingual dataset creation.

Keywords: Vision-Language modeling, Contrastive Captioner, Bilin-
gual Image-Text Dataset, Synthetic Dataset Creation, Hungarian Image-
Text Retrieval
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1 Introduction

Recent progress in multimodal AT has been driven by large-scale vision—language
models such as CLIP (Radford et al., 2021), BLIP (Li et al., 2022), PaLI (Chen
et al., 2023), and CoCa (Yu et al., 2022). These systems achieve strong per-
formance in captioning, retrieval, and cross-modal representation learning, but
they rely almost exclusively on high-resource languages (primarily English). As
a result, medium-resource languages such as Hungarian remain severely under-
represented in multimodal research.

This lack of multimodal resources limits both applied and scientific progress.
No publicly available models provide high-quality Hungarian captioning or re-
trieval, and no large-scale Hungarian image-text datasets currently exist to sup-
port such development. Hungarian’s complex morphology and flexible syntax fur-
ther complicate adaptation from English-centric systems, making direct transfer
suboptimal.

To address this gap, we introduce MangaliCa, the first Hungarian—English
bilingual vision—language model for image captioning and image-text retrieval.
Built on the CoCa framework, MangaliCa integrates a CLIP ViT-L/14 (ope-
nai, 2021) image encoder with a TinyLlama 1.1B language model (TinyLlama,
2025) and learns both contrastive alignment and generative captioning across
two languages.

A central contribution of this work is the creation of a 70-million-sample
bilingual image-caption dataset, constructed by translating large-scale English
datasets into Hungarian through a distributed automated pipeline. This enables
consistent cross-lingual supervision at a scale not previously available for Hun-
garian.

MangaliCa incorporates language-conditioning tokens and cross-attention-
based multimodal decoding, enabling explicit language control and improved
grounding. Despite being trained under constrained computational settings, the
model achieves competitive bilingual retrieval performance and generates visu-
ally grounded captions in both Hungarian and English.

2 Related Work

2.1 Vision Representation Learning

The foundation of modern multimodal systems lies in the progress of visual rep-
resentation learning. Early convolutional architectures were gradually replaced
by the introduction of the Vision Transformer (Dosovitskiy et al., 2021), which
demonstrated that transformer-based architectures can outperform CNNs when
trained on sufficiently large datasets.

2.2 Contrastive Vision—Language Models

Contrastive learning has emerged as one of the most influential paradigms in
aligning image and text modalities. Models such as CLIP (Radford et al., 2021),
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ALIGN (Jia et al., 2021), and SigLIP (Zhai et al., 2023) use dual-encoder ar-
chitectures where images and texts are independently encoded and aligned in
a shared embedding space through a symmetric contrastive objective. This ap-
proach enables highly efficient image—text retrieval and zero-shot transfer to
classification tasks.

2.3 Generative and Cross-Attention—Based Multimodal Models

Beyond purely contrastive dual-encoder models, several architectures such as
BLIP, BLIP-2 (Li et al., 2023), PaLI, and Flamingo (Alayrac et al., 2022) in-
troduce generative capabilities through cross-attention, enabling textual repre-
sentations to attend to visual embeddings for richer multimodal reasoning and
fluent captioning. CoCa unifies contrastive and generative objectives, using a
frozen vision encoder and a transformer-based multimodal decoder with cross-
attention to generate captions and support contrastive alignment. MangaliCa
adapts CoCa to a bilingual setting, extending cross-attention—based multimodal
generation to Hungarian and English.

2.4 Multilingual and Low/Medium-Resource Vision—Language
Modeling

Multilingual multimodal learning is still in its early stages compared to mono-
lingual English models. Large-scale multilingual datasets, such as those used in
PaLlI or multilingual CLIP variants, predominantly contain captions in globally
spoken languages, with Hungarian appearing only in negligible quantities.

Previous work addressing medium-resource languages relies on translation-
based augmentation or aligning multilingual text encoders to visual embeddings.
However, such approaches are limited by the quality of translated captions, dif-
ferences in linguistic structure, and the lack of consistent bilingual image-text
supervision.

This work contributes to constructing the largest Hungarian—English bilin-
gual image—caption dataset to date and by training a model specifically opti-
mized for bilingual multimodal alignment.

3 Dataset Curation

3.1 Overview and Motivation

Training a bilingual Hungarian—English vision-language model requires a large-
scale multimodal dataset with sufficient visual diversity and parallel linguistic
supervision. While numerous English image-text datasets exist, no comparable
Hungarian resource has been available, preventing models from learning cross-
lingual alignment or producing Hungarian captions at scale.

To address this gap, we constructed the first large-scale Hungarian—English
multimodal corpus by transforming several extensive English image—caption data-
sets into a bilingual resource through automated translation and large-scale
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image retrieval. The resulting dataset contains approximately seventy million
aligned Hungarian—English image-caption pairs and forms the foundation of the
MangaliCa model, representing the largest multimodal Hungarian dataset to
date.

3.2 Source Datasets and Integration Strategy

Our bilingual corpus integrates several large-scale English image—caption datasets
selected for their size, caption quality, and domain coverage. Despite differences
in structure and style, all sources provide image URLs paired with a single En-
glish caption, enabling a unified processing pipeline.

The primary source is DataComp-1B (Li et al., 2024), offering hundreds of
millions of web-crawled image—text pairs filtered via CLIP scores. Conceptual
Captions 12M (Changpinyo et al., 2021) contributes higher-quality alt-text de-
scriptions, while GBC10M (Hsieh et al., 2025) introduces captions with scene-
graph structure, enriching relational information. Finally, PixelProse (Singla
et al., 2024), generated using Gemini Pro Vision (Gemini Team, 2025), provides
long-form and stylistically diverse captions that complement the other datasets.

3.3 Automated Bilingual Dataset Construction

To construct the bilingual corpus at scale, we implemented a fully automated
dataset creation pipeline that jointly handles caption translation, image retrieval,
and data cleaning. Due to computational constraints, the pipeline operates on
fixed-size shards processed in parallel, allowing tens of millions of samples to be
handled efficiently.

For each shard, English captions are automatically translated into Hungarian
using a machine translation backend. Translations are validated for complete-
ness, and malformed or empty outputs are discarded. In parallel, images are
retrieved from the original URLs using a high-throughput asynchronous down-
loader. Retrieved images are decoded, checked for corruption or extremely low
resolution, and standardized to a uniform RGB JPEG format.

Following translation and image processing, each image-caption pair under-
goes a final cleaning stage. Samples with missing captions, invalid images, or
failed preprocessing steps are removed. Cleaned shards are stored in Parquet for-
mat and merged into consolidated one-million—sample batches. Repeating this
process across all partitions yields the final bilingual corpus of approximately
seventy million aligned Hungarian—English image-caption pairs used for training
MangaliCa.

The pipeline execution is fully automated and distributed across multiple
parallel workers; implementation details are provided in the appendix.

Table 1. Final remaining samples after cleaning for each dataset (approximate million).

Dataset DataComp-1B Conceptual Captions 12M GBC10M PixelProse
Remaining (M) 40 8 8 14
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4 Model Architecture

4.1 Overview of the MangaliCa Architecture

MangaliCa follows a modular two-tower design inspired by the CoCa frame-
work (Yu et al., 2022), integrating a CLIP ViT-L/14 vision encoder (openai,
2021) with TinyLlama 1.1B language model (TinyLlama, 2025). This architec-
ture (Figure 4) allows the model to operate simultaneously as a retrieval system
and a caption generator, an ability made possible by combining contrastive align-
ment with autoregressive generation.

The overarching design objective was to adapt the CoCa paradigm to a
bilingual context, while remaining computationally lightweight enough to train
on free-tier or constrained hardware environments. To achieve this, MangaliCa
incorporates language-conditioning tokens, cross-attention extensions in the de-
coder, and LoRA-based fine-tuning modules within both the vision and language
components.

Captioning Loss

Egy csik os kis malac nydjt 6zik a sar ban </s>
A strip ed pig let stret ches in the mud </s>

I O

Cross-Attention

BY

<image embeds>

1

I l
<L/vr{> <text embeds> |

Image Encoder ‘ Unimodal Text Decoder ]

T fTef?77TT 7T 7TTTTT

<hu_lang> <s> Egy csik os kis malac nyijt 6zik a sar ban

!!E! <> A stip ed pig  let stret ches in the mud

|

“Egy csikos kismalac nyujtézik a sarban”
“A striped piglet stretches in the mud”

— Em —

HU / EN captions

Fig. 1. High-level overview of the MangaliCa architecture, showing the frozen CLIP
vision encoder, the unimodal TinyLlama decoder used for contrastive text embeddings,
and the multimodal decoder that integrates image features via cross-attention for cap-
tion generation in both Hungarian and English.
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These modifications allow the model to maintain expressive multimodal fu-
sion while supporting languages with widely differing morphological and syntac-
tic characteristics, such as Hungarian.

4.2 Vision Encoder: CLIP ViT-L/14

The visual backbone of MangaliCa is the CLIP ViT-L/14 encoder, a large Vision
Transformer pretrained on hundreds of millions of image—text pairs through
contrastive learning. This encoder maps an input image to a sequence of patch
embeddings and a global CLS representation, it serves as the image embedding
for both contrastive alignment and caption generation. Since CLIP ViT-L/14
provides strong and stable multimodal priors, we freeze the weights of it, ensuring
computational efficiency and preventing catastrophic forgetting.

To allow limited adaptation without fully fine-tuning the vision tower, LoRA
adapters are inserted into attention and MLP blocks. These adapters increase
representational flexibility while maintaining CLIP stability and memory effi-
ciency. This results in visual embeddings that remain CLIP-aligned but gain
slight adaptation to the Hungarian linguistic distribution encountered during
training.

4.3 Text Encoder—Decoder: TinyLlama 1.1B

The text-processing module of MangaliCa uses TinyLlama 1.1B, a lightweight
Transformer based on the LLaMA architecture, chosen for its efficiency and
suitability for low-cost fine-tuning.

The model is split into two equal components. The unimodal decoder pro-
cesses text-only inputs with language conditioning tokens and produces a CLS
representation for the contrastive objective, aligning caption embeddings with
CLIP’s image space.

The multimodal decoder augments its blocks with cross-attention to visual
tokens from the vision encoder, enabling fine-grained image grounding. Each mul-
timodal block further includes an additional SwiGLU layer after cross-attention.

For improved bilingual generation, the model is initialized from an early,
instruction-free checkpoint to avoid bias and better support Hungarian adapta-
tion.

4.4 Language Conditioning Mechanism

To support bilingual understanding, MangaliCa has two learned language tokens,
one representing English and the other Hungarian. These tokens are prepended
to the caption before processing in the unimodal decoder. Their purpose is to
signal the target language to the model, guiding both contrastive alignment and
caption generation.

During the forward pass, the language token is concatenated to the tex-
tual embedding sequence. This ensures that generative loss computation remains
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identical to the original CoCa formulation while still allowing the model to dis-
tinguish between languages. Through repeated training, the model learns to
associate each language token with characteristic of the respective language,
enabling bilingual captioning without any architectural branching.

4.5 Multimodal Fusion via Cross-Attention

Multimodal fusion occurs within the multimodal decoder, where cross-attention
mechanism fuse the image and text modalities. Each multimodal block receives a
pooled sequence of visual patch embeddings produced by vision encoder, enabling
the decoder to condition caption generation on the visual queries.

This design provides token-level grounding, where each generated token can
attend to pooled image patches, producing captions that reflect visual structure.
The cross-attention layers are followed by additional SwiGLU modules, impro-
ving both stability and representational capacity.

4.6 Dual Training Objective: Contrastive—Generative Learning

MangaliCa uses a hybrid training objective consisting of a symmetric InfoNCE
contrastive loss and an autoregressive captioning loss, following the CoCa para-
digm. This combination allows the model to function simultaneously as a re-
trieval encoder and a generative captioning model.

Contrastive alignment. For each batch of image-caption pairs, the model
computes normalized image embeddings 2;™® and text embeddings ;. The
similarity between the normalized embeddings is calculated via their dot product
and scaled by a learned temperature parameter 7:

Z“¥mg . 7:,§ext

si = % (1)

This contrastive objective is commonly instantiated through InfoNCE loss
Eq. (2), which encourages matched image—text pairs to obtain higher similarity
scores while uniformly pushing apart all mismatched combinations. It is applied
symmetrically where the first term represents image-to-text, while the second
ensures text-to-image consistency.

=1 | eSii 4 eSii
- 0g —— 0g ——
N G [ e T e

LCon = (2)

The loss encourages the pairs to have high cosine similarity while pushing
apart mismatched pairs. This alignment enables zero-shot retrieval in both lan-
guages, since the Hungarian and English captions are mapped to the same mul-
tilingual space.

Autoregressive generation. The captioning objective trains the multi-
modal decoder to predict the next token probability P(x¢|z¢,v'™8) given prior
tokens x = (r1, 3, ..., z7) and visual features v'™:
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t=1
LCap = - Z 1OgP(xt|‘r<t7 vlmg) (3)
T
This produces consistent English and Hungarian captions grounded in image
content. The formulation ensures autoregressive consistency the model learns to
produce fluent and contextually grounded captions token by token.
The combined loss of Lsangatica is given:

L]V[angaliCa = )\C’onLCon + )\CapLCapa (4)

where Lc,p, denotes the contrastive loss and L¢,), refers to the autoregressive
loss. The weight coefficients of the equation (Acon, Acap) are balancing factors
regulating the contributions of each objective. This dual mechanism enables
MangaliCa to serve as a bilingual CLIP-style encoder and a vision-conditioned
language generator within a single unified architecture.

5 Training Setup and Process

5.1 Training Environment and Hardware Constraints

MangaliCa was trained entirely on free-tier Google Colaboratory environments
equipped with NVIDIA T4 GPUs. These runtimes impose stricc VRAM limits
and short execution windows, which influenced the design of the training work-
flow. To make large-scale multimodal training feasible, we relied on memory-
efficient techniques including NF4 weight quantization, LoRA adapters in both
towers, gradient checkpointing, and FlashAttention in the decoder. Together,
these methods reduced memory usage sufficiently to accommodate a 1.8B pa-
rameter model on a single T4 GPU.

Due to Colab’s limited RAM, the full 70M-sample dataset could not be loaded
at once. Instead, training proceeded in cycles of approximately 300k bilingual
samples per session. Each shard included images normalized using CLIP pre-
processing and captions tokenized with the TinyLlama tokenizer. Batches were
constructed to jointly support contrastive and generative objectives, each batch
provided image—text pairs for contrastive alignment, as well as token sequences
for autoregressive captioning.

Table 2. Parameter count of each component in MangaliCa
*The added Cross-Attentions and the corresponding SwiGLU modules are not counted into the
Multimodal Decoder. Altough they total count yields approximately 400M parameters.

Components |Params|LoRA Params Rank|Trainable (%)
Embeddings 65M 0.56M 16 0.07%
Vision Encoder | 300M ™ 16 2%

Uni- Decoder 550M 6M 16 1%
*Multi- Decoder| 480M 1.5M 4 0.07%
MangaliCa | 1.4B | 15M - 0.01%
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Training proceeded across many Colab sessions, with checkpoints loaded and
resumed until runtime limits were reached. The updated checkpoint was saved
before termination. Despite the fragmented execution environment, MangaliCa
converged over roughly 22 days of cumulative training.

5.2 Initialization and Training Parameters

The CLIP ViT-L/14 encoder was loaded from its pretrained checkpoint and kept
frozen, with LoRA adapters inserted for lightweight adaptation to the bilingual
data. TinyLlama 1.1B was initialized from an early pretraining checkpoint to
avoid instruction-tuning biases, and its blocks were split into unimodal and mul-
timodal segments following the CoCa design. Newly initialized cross-attention
layers were added to the multimodal part to enable visual grounding. The tok-
enizer and embedding layer remained unmodified to ensure consistency.

The model was trained using the AdaFactor (Shazeer and Stern, 2018) opti-
mizer, which offers adaptive learning behavior with sublinear memory overhead.
Each training step involved a batch forward and backpropagation of both the
contrastive and autoregressive captioning loss with a weight of 2:1 ratio. The
learning rate followed a warmup phase and cosine decay schedule, with weight
decay applied for regularization. In total, the model was exposed to 11,206, 656
samples utilizing only the first random 16% of our synthetically translated data.

Table 3. Hyper-parameters used in the training of MangaliCa.

Hyper-parameter MangaliCa
Optimizer Adafactor with Weight Decay
Max Gradient Norm 1.0
Scheduler Cosine
Mixed precision FP16 / BF16
Weight decay 0.001
Warmup ratio 0.03

LR rate le-5
Per-device batch size 16
Gradient accumulation 2
Sequence per multilingual batch (per-device - grad-acc - 2) 64
Train Epochs 1400

6 Evaluation and Results

Across all retrieval benchmarks, MangaliCa shows strong bilingual alignment and
competitive zero-shot performance. We evaluate on three datasets, GBC10M
(Hsieh et al., 2025), MS-COCO (Lin et al., 2014), and text-to-image-2M (jacky-
hate, 2025) (reported in the appendix), each with 1,000 images and English
captions translated to Hungarian using DeepL (DeepL. GmbH, 2025). We addi-
tionally evaluate on 1,000 samples from XM3600 (Thapliyal et al., 2022), which
provides gold-standard Hungarian captions (reported in the appendix). Retrieval
is performed in a shared contrastive space, and we primarily report Hungarian

results using Recall@K, MRR, and NDCGQK.
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We compare against several widely used vision—language models. CLIP-L is
a large-scale contrastive model aligning image and text embeddings via paired
data. SigL.IP employs a sigmoid-based loss for improved scalability and training
stability, with SigLIP2 (Tschannen et al., 2025) introducing further architectural
and optimization refinements. M-CLIP (Multilingual CLIP) (Carlsson et al.,
2022) trains a multilingual text encoder via cross-lingual teacher learning to
mimic frozen English CLIP embeddings using parallel text data. The approach
requires no image supervision and uses a pretrained language model with a
trainable linear projection to align with the CLIP embedding space, relying on
visually grounded caption datasets, including short-form captions such as MS-
COCO, translated into multiple languages.

Table 4. Zero-shot image-text retrieval (Hungarian) results on our translated GBC10M (Hsieh et al.,
2025) evaluation subset.

Model R@1 R@3 R@5 R@25 R@100 NDCG@1 NDCG@10 NDCG@100 MRR
MangaliCa (ours) 35.6% 60.0% 70.0% 91.0% 98.6% 35.6% 57.5% 61.4% 0.51
CLIP-L 9.0% 13.4% 15.7% 24.0% 34.6% 9.0% 13.4% 16.6% 0.13
SigLIP 22.2% 33.3% 38.2% 56.3% 75.2% 22.2% 33.1% 39.1% 0.30
SigLIP2 16.3% 28.4% 33.9% 55.3% 75.1% 16.3% 28.6% 35.0% 0.25
M-CLIP 43.6% 65.4 74.0% 91.0% 97.5% 43.6% 64.0% 66.1% 0.57

Table 5. Zero-shot image-text retrieval (Hungarian) results on the MS-COCO (Lin et al., 2014)
subset.

Model R@1 R@3 R@5 R@25 R@100 NDCG@1l NDCG@10 NDCG@100 MRR
MangaliCa (ours) 6.05% 12.2% 17.3% 43.5% 69.3% 6.05% 14.4% 23.3% 0.13
CLIP-L 51% 8.6% 12.1% 29.0% 40.7% 5.1% 10.4% 15.2% 0.09
SigLIP 10.5% 18.6% 23.4% 44.1% 59.4% 10.5% 20.2% 25.7% 0.18
SigLIP2 3.6% 59% T7.9% 14.0% 25.7% 3.6% 6.6% 9.5% 0.06
M-CLIP 50.0% 71.3% 81.5% 95.7% 100.0% 50.0% 69.0% 71.6% 0.63

In general, MangaliCa delivers stable and competitive retrieval performance
across all benchmarks, with its strongest results on datasets containing longer
and more structured captions that resemble its training data. This verbosity
aligns well with query formulation in multimodal retrieval-augmented genera-
tion systems, making MangaliCa embeddings well suited for image—text cross-
retrieval tasks. Performance decreases on less structured, web-style captions,
yet the model remains competitive with multilingual baselines, outperforming
CLIP-L and SigLIP2.

M-CLIP achieves consistently strong performance, particularly on MS-COCO
and benchmarks dominated by short-form captions, reflecting its training on con-
cise translated image descriptions. This makes M-CLIP well suited for retrieval
scenarios involving brief, visually grounded captions. In contrast, MangaliCa re-
lies on explicit Hungarian—English parallel supervision derived from synthetic
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data, demonstrating that targeted bilingual alignment can yield competitive re-
trieval performance without large-scale multilingual distillation pipelines.

6.1 Image Captioning

Captioning quality is evaluated by generating Hungarian and English descrip-
tions for unseen images using a 1,000-sample subset of our evaluation data
(GBC10M (Hsieh et al., 2025)). On the bilingual captioning task, MangaliCa
achieves a combined BLEU score of 41, with separate scores of 32.4 for Hungar-
ian and 45.3 for English, indicating reasonable alignment with the references. For
comparison, we evaluate the Gemma-3-4B-IT (Gemma Team et al., 2025) base-
line, a general-purpose instruction-tuned vision-language model, on the same
Hungarian evaluation set, where it attains a BLEU score of 1.02. Manual in-
spection suggests that this low score primarily reflects limitations of the BLEU
metric, as variability in reference length and lexical choice leads to strong brevity
penalties and limited n-gram overlap despite semantically appropriate captions.

To account for these limitations, we additionally assess caption quality using
a multilingual CLIP-based image-text alignment metric. Specifically, we com-
pute cosine similarity between frozen CLIP image embeddings and multilingual
CLIP text embeddings of the generated Hungarian captions. Table 6 reports the
resulting alignment scores for MangaliCa and Gemma-3-4B-IT. While Gemma
achieves a slightly higher mean cosine similarity, MangaliCa exhibits comparable
performance, supporting the qualitative correctness and visual grounding of its
generated captions.

Table 6. CLIP-based image—caption alignment on the Hungarian GBC10M subset
(1,000 images). Cosine similarity is computed between frozen CLIP image embeddings
and multilingual CLIP text embeddings of generated captions.

Model Mean Cosine Similarity Std. Dev.
Gemma-3-4B-1T 0.292 0.030
MangaliCa (ours) 0.258 0.038

6.2 Cross-Lingual Text—Text Retrieval

To evaluate the quality of the shared bilingual embedding space, we perform
English-to-Hungarian text-to-text retrieval using a 1,000-sample subset drawn
from our evaluation splits (GBC10M (Hsieh et al., 2025)). The task measures
whether the model can correctly retrieve the Hungarian caption corresponding
to an English caption using textual embeddings alone. Retrieval performance is
reported using Recall@K and MRR.
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Table 7. Comparison on English-to-Hungarian cross lingual retrieval task.

Model R@l1 R@3 R@5 MRR
MangaliCa (ours) 97.0% 99.0% 99.0% 0.98
CLIP-L 1.0% 14.0% 15.5% 0.13
SigLIP 23.3% 36.8% 43.2% 0.32
SigLIP2 18.5% 29.1% 34.1% 0.27
M-CLIP 2.0% 4.0% 5.4% 0.04

MangaliCa achieves exceptionally high cross-lingual alignment, reaching 97%
Recall@1 and 0.98 MRR, indicating that paired English-Hungarian captions are
consistently retrieved as top-ranked matches. This behavior reflects the model’s
training setup: each image is associated with parallel English and Hungarian
captions, and the contrastive objective encourages their embeddings to converge
in the shared latent space. Compared to multilingual baselines, MangaliCa pre-
serves semantic equivalence across languages much more effectively, demonstrat-
ing a coherent and well-structured bilingual embedding space.

7 Conclusion

In this paper we presented MangaliCa, the first Hungarian—English bilingual
vision—-language model for captioning and image-text retrieval, trained on 11.2
million samples from our novel 70-million—sample synthetically translated mul-
timodal dataset. Built with a fully automated pipeline and a CoCa-based archi-
tecture combining CLIP ViT-L/14 and TinyLlama, the model learns effective
bilingual contrastive alignment and visually grounded generation.

MangaliCa achieves comparable Hungarian image-text retrieval to state-of-
the-art SigLIP and CLIP models outperforming them on structured 1-3 sentences
long text. Our model delivers solid performance in bilingual captioning, and ex-
cellent cross-lingual alignment, showing that high-quality multimodal modeling
is feasible even for medium-resource languages. Benchmarks also indicate that
M-CLIP is a strong model that outperforms all other models (including Man-
galiCa) on most tasks. While the exact translated datasets are not published,
we believe that the target language text encoder selection of M-CLIP could be
crucial for future multilingual model building. We hope this work provides a
foundation for future research on Hungarian multimodality, native multimodal
LLM training and multilingual dataset construction. Our model and dataset is
available on Huggingface!:2.
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Appendix

A Selenium orchestration

Algorithm 1 Distributed Colab Orchestration via Selenium Automation
Input: Global start index start _idx; environment credentials
{EMAIL;, PASSWORD:;}!2,; notebook IDs {NOTEBOOK ID;}2;.
Output: All shards processed and merged into a single 1M-row Parquet dataset up-
loaded to Hugging Face.

for i < 1 to 10 do
Launch Chrome driver instance D; with user profile i. Navigate to Colab.

Log in using credentials (EMAIL;, PASSWORD;). Open notebook with ID
NOTEBOOK ID;.

end

oreach i € {1,...,10} do

Locate the notebook cell marked [config-cell]. Insert shard parameters for
chunk start _idx + 100,000 - (i — 1). Execute all cells sequentially up to the
[upload-chunk] marker. Wait until the output contains [chunk-complete].

e}

end

Main session (session 1): Download all 10 uploaded Parquet files. Merge them into
a single 1M-row dataset. Upload the merged dataset to Hugging Face.

for i < 1 to 10 do
| Execute the [delete-runtime] cell in session 7. Close Chrome driver D;.

end
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B Dataset creation pipeline

Data File

Y Parauer
@ Hugging Face

|
I
¥ Hugging Face
\
\

Translation

r
|
I
|
|
|
I
|
|
|
I
|
|
|
I
|
|
|
I
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
[

‘l'

@ Hugging Face
N
@ Hugging Face

|
!

Image Fetch

<1M

@ Hugging Face

Fig. 2. High-level overview of the dataset pipeline.
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C Silver standard image-text retrieval on text-to-image-2M

Szeged, 2026. januar 29-30.

Table 8. Zero-shot image-text retrieval (Hungarian) results on the text-to-image-2M (jackyhate,

2025) subset.

R@100 NDCG@1 NDCG@10 NDCG@100 MRR

Model R@l1 R@3 R@5 RQ@25
MangaliCa (ours) 41.5% 62.7% 72.6% 91.7%
CLIP-L 19.5% 24.7% 26.9% 35.5%
SigLIP 47.3% 61.3% 66.7% 82.6%
SigLIP2 39.2% 52.3% 58.1% 77.6%
M-CLIP 56.6% 76.5% 84.7% 95.7%

98.7%
48.3%
94.1%
89.8%
99.1%

41.5%
19.5%
47.3%
39.2%
56.6%

61.0%
24.4%
60.1%
52.4%
73.9%

64.6%
28.0%
64.2%
57.0%
75.7%

0.55
0.24
0.57
0.49
0.68

D Gold standard image-text retrieval

Table 9. Zero-shot image-text retrieval (Hungarian) results on the short-form gold standard XM3600

dataset.

Model R@1 R@3 R@5 R@25 R@100 NDCG@1 NDCG@10 NDCG@100 MRR
MangaliCa (ours) 11.3% 22.5% 28.9% 53.8% 76.9% 11.3% 23.4% 31.4% 0.20

SigLIP 26.3% 39.1% 45.4% 63.4% 79.6% 26.3% 38.7% 44.2% 0.35

SigLIP2 12.2% 19.0% 21.8% 35.0% 52.5% 12.2% 19.2% 24.2% 0.17

CLIP 7.0% 9.0% 11.0% 18.0% 29.6% 7% 10.0% 13.0% 0.09

M-CLIP 40.0% 59.2% 67.2% 88.5% 97.5%  40.0% 58.1% 62.5% 0.53

1
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E TinyLlama 1.1B architecture split
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Fig. 3. Architecture overview of the Multimodal part.
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Fig. 4. TinyLlama 1.1B architecture split into two equal halves: the unimodal decoder
for text-only processing and the multimodal decoder with a randomly initialized cross-
attention for image grounding.
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F Simulation results

HU: Festéi kilatas egy hegységre, tiszta kék égbolttal és
bolyhos fehér felhSkkel.

EN: A scenic view of a mountain range with a clear blue
sky and fluffy white clouds.

HU: A kép egy szoba hangulatos sarkat &brazolja,
ahol egy fabol késziilt konyvespolc tele van kiilonféle
konyvekkel és diszitGelemekkel.

EN: A image captures a cozy corner of a room featuring
a wooden bookshelf filled with various books and deco-
rative items.

HU: Egy kis vitorlas lebeg a nyugodt 6ceanon, felette
tiszta kék ég.

EN: A small sailboat with floating on a calm sea with a
clear blue sky above.

HU: Modern fiirdészobai mosdo6 fehér porceldn mosdé-
val és fa szekrénytalppal.

EN: A modern bathroom sink with a white porcelain
basin and a wooden cabinet base.

HU: Nyugodt tengerparti jelenet naplementekor, tiszta
égbolttal, amely kékrsl narancssargara valtozik. A nap
alacsonyan van a horizonton

EN: A serene beach scene at sunset with a clear sky
transitioning from blue to orange hues. The sun is low
on the horizon

Fig. 5. Selected Qualitative Results, where MangaliCa performed well during image
captioning.
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HU: A képen a férfi lathato, aki Amerika Kapitanyynak
oltéz a Marvel Comics \"Amerika Kapitany: A els6
bosszialle” cimid filmjéb. Aiem 6ltonyt visel, pidros
ékezetek

EN: A image features a man with as Bat America,
the Marvel Cin movie \"Captain America: The Winter
Avenger\". He is wearing a blue suit with red accents, a
white star on his chest. The suit has short hair hair and
is looking directly to the side with a serious expression
on his

CAPTAINI

HU: Fe képen egy fehér kerdmia bogre lathato, amel-
ysején élénk illusztracioval. Az illusztracio egy szis
jajjelenetet abrazol, szatal luval, aki egyokos tsvény

EN: A image showcases a white ceramic mug with a
vibrant illustration on its side. The illustration depicts
a youngene scene scene with a woman girl sitting along
a pathy path towards a maj tree.er. The boy isries a
basketpack and his back, holds a

HU: Egy bar barna klyckkutya hajlékony fiilekkel és
aranyos arckifejezéssel alll egy zja zold péazsiton. A
kolyokkutya fkér mellkasat, és koz,na sz

EN: A brown brown puppy with floppy ears and a cute
expression is standing on a lush green lawn. The puppy
has a sh chest and p looking directly at the camera with
a big, eyes. The grass features a clear blue sky, a few
clouds, and there grass is v v

HU: A kép egy eskiivSi szertartasnak tiing oromteli
pillanatot 6rokit meg. Az elGtérben két menyasszony és
a vélegény csymas kezét fogva, a vyass

EN: A image captures a joyfarming scene at two
individuals who what appears to be a wedding day. The
b on the left, dressed in a white bridal gown with la
long vequet of flowers, is next their back turned towards
the camera. their attention seemingly drawn towards
something outside of

Fig. 6. Randomly Sampled Qualitative Results.
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Idéskori enyhe demencia és Alzheimer-kor felismerése
x-vektor segitségével

Halasz David Péter!, Kalman Janos?, Hoffmann 11dik62-3, Kiss Gabor!

! Tavkozlési és Mesterséges Intelligencia Tanszék, Villamosmérndki és Informatikai Kar,
Budapesti Miszaki és Gazdasagtudomanyi Egyetem,
Miiegyetem rkp. 3., H-1111 Budapest, Hungary

2 Szegedi Tudomanyegyetem, Pszichiétriai Klinika
3 ELTE Nyelvtudoményi Kutatokdzpont

kiss.gabor@vik.bme.hu

Kivonat: A demencia, és killondsen az Alzheimer-kor, egyre jelentdsebb tarsa-
dalmi probléma, amely jelentds kihivasokat jelent a diagnosztika és az ellatas
teriiletén. Kutatdsunkban a demencia diagnosztikajanak beszédalapu tdmogata-
sanak lehet6ségét vizsgaltuk. Haromféle gépi tanulé modellt — Support Vector
Machine (SVM), K-Nearest Neighbors (KNN) és Random Forest (RF) — alkal-
maztunk, a beszédfelvételekbdl kinyert x-vektor jellemzdkdn, hogy elkiilonit-
siik az egészséges (HC), az enyhe kognitiv zavarral diagnosztizalt (MCI) és az
enyhe Alzheimer-korral diagnosztizalt (MAD) személyeket. Az altalunk vizs-
galt adatbazisban minden személyhez haromféle beszédminta allt rendelkezésre
(azonnali felidézés - AF, el6z0 napi narracio - ENN, késleltetett felidézés - KF).
Kutatasunkban arra a kérdésre kerestiik a valaszt, hogy az x-vektor technolégia
segitségével mennyiben kiilonithetok el a HC, MCI és MDA személyek és az
egyes beszédtipusok (AF, ENN, KF) koziil melyik a legalkalmasabb a beszéd-
alapu diagnosztika automatikus tamogatasara. Legjobb eredményt, 58,7%-o0s
pontossagot, SVM gépi tanul6 eljarassal a késleltetett felidézés (KF) tipusu be-
szédmintakon kaptuk.

1 Bevezetés

A demencia egy kronikus, progressziv allapot, amelyet kognitiv hanyatlas jellemez,
jelentésen befolyasolva a mindennapi életet, a viselkedést és a gondolkodast. A de-
menciat legalabb hat honapig fennall6 memoriavesztésként, kommunikacios nehézsé-
gekként, dezorientacioként vagy a dontéshozatal karosodasaként definialjak. A de-
mencia vilagszerte kdzel 55 milliéo embert érint, €s ez a szam varhatdéan 2050-re ha-
romszorosara emelkedik (World Health Organization, 2021). A genetikai, neurologi-
ai, kornyezeti és €letmodbeli tényezok szerepet jatszanak a demencia kialakulasaban,
igy kezelése Osszetett kihivast jelent. A demencia diagndzisahoz tobb, tartds kognitiv
tiinet jelenléte sziikséges, bar a korai kezelés az enyhébb tiinetekkel rendelkezdk sza-
mara is eldny0ds lehet. A tiinetek sulyossaga és progresszidja a betegség tipusatol, az
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egyéntOl és a betegség stadiumatol fliggben valtozik (Better, 2023). Bar a demencia
nem gyogyithatd, a korai diagnozis jelentdsen javithatja az életmindséget és lassithat-
ja a tiinetek progresszidjat. A kezelési lehetéségek kozé tartoznak a gyogyszeres tera-
pidk, a kognitiv stimulacios terapidk €s a pszichoszocialis timogatas. Egyes betegek
olyan tiineteket mutatnak, amelyek rezisztensek a gyogyszeres kezelésre, ami Ossze-
tettebb kezelési megkozelitéseket igényelhet, példaul multidiszciplinaris kezelési
terveket (Better, 2023).

Az Alzheimer-kor a demencia leggyakoribb formaja, amely a memoria, a gondol-
kodasi képességek, valamint a mindennapi életviteli funkciok progressziv romlasaval
jaré neurodegenerativ betegség. Az Alzheimer-kor foként az idésebb korosztalyt
érinti, de ritkdn fiatalabb életkorban is megjelenhet. A betegség soran az agyban jel-
lemzdéen abnormalis fehérje-lerakodasok, ugynevezett béta-amiloid plakkok és tau-
fehérje altal alkotott neurofibrillaris kotegek alakulnak ki, amelyek az idegsejtek
pusztulasat eredményezik (Better, 2023).

Az Alzheimer-kor kezdeti tiinetei kozott szerepel a rovid tavii memoriazavar, pél-
daul nehézség az 01j informaciok megjegyzésében. A betegség elérehaladtaval tovabbi
kognitiv problémak, kommunikacios nehézségek, a tajékozodasi képesség elvesztése
¢és hangulatvaltozasok jelentkeznek. A betegség végstadiumaban a betegek gyakran
mar nem képesek 6nallo életvitelre és folyamatos gondozast igényelnek. Az Alzhei-
mer-kor pontos oka még nem ismert teljes mértékben, azonban genetikai tényezok,
¢letmodbeli hatasok, valamint az regedési folyamat egyiittesen hozzajarulnak kiala-
kulasahoz. A betegség kezelésében jelenleg alkalmazott gyogyszerek a tiinetek enyhi-
tésére, a betegség progresszidjanak lassitasara és a betegek életmindségének javitasa-
ra iranyulnak. A gyogyszeres kezelés mellett jelentds szerepe van a kognitiv trénin-
geknek, pszichologiai tamogatasnak ¢€s a megfeleld szocialis kornyezet biztositasanak.
A korai diagnoézis kulcsfontossagli, mivel ez lehetové teszi a tiinetek hatékonyabb
kezelését és a beteg ¢letmindségének hosszabb ideig tartd megdrzését (Better, 2023),
(World Health Organization, 2021).

A demencia jelent6s hatassal van a beszédre, befolyasolva a nyelvi kifejezést, a be-
széd folyamatossagat €s a kommunikacié hatékonysagat. Demencidban szenvedd
egyéneknél gyakran eléfordulnak szoétalalasi nehézségek, megfigyelhetd leegyszerii-
s0dott szokincs, és a beszéd lassabba vagy zavarosabba valasa. Emellett a beszed
mindségének romlasa is megfigyelhet. Ezek a tiinetek feltehet6leg a memoria és a
kognitiv funkciok altalanos romlasat tiikrozik. A betegek beszédét altalaban az ismét-
1ések, a bizonytalansag és a beszédben megjelend sziinetek jellemzik, melyek mind a
kognitiv folyamatok hanyatlasanak kovetkezményei (Vigo és mtsai, 2022).

Igy a beszéd egy lehetséges biomarkere lehet az enyhe kognitiv zavarnak vagy az
enyhe Alzheimer kornak. Azonban a beszédnek nagy a természetes variancidja
(Olaszy, 2010), igy a beszédproduktumot nem csak az esetleges enyhe demencia
jelenléte befolyasolja, hanem a beszéld érzelmi allapota, faradtsaga, neme, kora, fizio-
logiai allapota. fgy a feladat, hogy megtalaljuk a demencia altal okozott valtozasokat
igen nehéz. Klasszikusan a feladat megoldasahoz akusztikai-fonetikai jellemzdket
kellene kinyerni a beszéd mintakbol, amelyeket befolyasol a demencia, majd ezek
segitségével lehetne gépi tanuld eljarasokkal modelleket 1étrehozni a demencia felis-
meréséhez. Azonban napjainkban elterjedtek a kiilonb6z6 mély neuralis halézatokon
alapulo jellemz6 kinyerd eljarasok (Jenei és mtsai., 2022), (Egas-Lopez és mitsai.,
2022), (Vetrab és Gosztolya, 2023) igy jelen kutatasban mi is ilyet hasznaltunk, ennek
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az elénye, hogy a jellemzok kinyerése egyszeri és altalaban az adott betegség beszéd-
re gyakorolt hatdsanak tipusatol fiiggetleniil, a kinyert jellemzdk alapjan hasonld vagy
jobb mindségii modellek hozhatok létre a klasszikus jellemz6 kinyerési eljarasokkal
szemben. A hatranya, hogy viszont keveset vagy szinte semmit sem tudunk meg a
vizsgalt betegség beszédre gyakorolt hatdsarol.

Vizsgélataink soran arra a kérdésre kerestiik a valaszt, hogy a beszédmintak x-
vektor-ral (Snyder és mtsai., 2017 és 2018) torténd reprezentalasa esetében, kiillonbo-
z0 gépi tanulo eljarasokkal megalkotott modellekkel, mennyiben lehetséges az egész-
séges személyek, az enyhe kognitiv zavarral diagnosztizalt személyek és az enyhe
Alzheimer korral diagnosztizalt személyek elkiilonitése. Tovabba, hogy melyik be-
szédtipus (azonnali felidézés, el6z0 napi narracio, késleltetett felidézés) felhasznala-
saval hozhato létre nagyobb pontossagu modell.

2 Modszerek

A vizsgalatainkat a Szegedi Tudoményegyetem Pszichiatriai Klinikéja 4ltal létreho-
zott beszédadatbazison végeztiik. A beszédmintakbol elétanitott modell alkalmazasa-
val x-vektor-okat nyertiink ki. Egymasba agyazott keresztvalidacioval végeztiik el a
modellek tanitasat, optimalizalasat és tesztelését. A modelleket az egészséges szemé-
lyek, az enyhe kognitiv zavarral diagnosztizalt személyek és az enyhe Alzheimer
korral diagnosztizalt személyek elkiilonitésére tanitottuk. A kiértékelés soran elsddle-
ges metrikanak a pontossagot hasznaltuk fel, tovabba vizsgaltuk az atlagos precizitast,
fedést és f1 értekeket. Az adatbazisban minden személytél harom beszédminta allt
rendelkezésre (azonnali felidézés, el6z6 napi narracio, késleltetett felidézés), igy ha-
rom vizsgalatot végeztiink a beszédminta tipusatol fliggden.

2.1 Adatbazis

A kutatas soran a Szegedi Tudomanyegyetem Pszichiatriai Klinikajan rogzitettet
beszédfelvételekkel dolgoztunk. A rogzités digitalis diktafonnal tortént, kiils6 mikro-
fon hasznalataval. Az alanyok spontan beszédét rogzitették, minden személytdl ha-
romféle beszédmintat gyljtottek, amelyek kiilonb6zo beszédfeladatokat tartalmaznak.
Ezenkiviil tovabbi teszteket is elvégeztettek az alanyokkal, hogy objektiv mérdsza-
mokkal jellemezzék kognitiv allapotukat, Mini-Mental State Examination (Folstein €s
mtsai., 1975), Clock Drawing Test (Freedman €s mtsai., 1994) és Alzheimer’s Dise-
ase Assessment Scale (Rosen és mtsai., 1984). Az alanyok el6szor egy némafilmet
tekintettek meg, amelyet azonnal el kellett mesélniiik (azonnali felidézés - AF). Ezt
kdvetden a tegnapi napjuk eseményeit kellett roviden elmesélniiik (el6z6 napi narra-
cio - ENN), végiil egy masodik némafilmet néztek meg, majd egy perc sziinet utan
kellett elmesélnitik a torténteket (késleltetett felidézés - KF). A beszéloket orvosi
diagnozis alapjan harom kiilonboz6 kategoriaba soroltak: kontroll csoport (HC):
egészséges, kognitiv karosodast nem mutatd alanyok, enyhe kognitiv zavar (MCI):
enyhe kognitiv zavarban szenvedd alanyok, enyhe Alzheimer (MAD): enyhe stadiu-
mu Alzheimer korban szenved6 alanyok.
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Az adatbazisban Osszesen 75 beszél6tol vannak beszédfelvételek, mindegyik cso-
portban pontosan 25 alany talalhaté és minden alanyt6l mindhdrom tipust beszédfel-
vétel rendelkezésre all, igy Osszesen az adatbazis 225 beszédfelvételbdl all. Sajnos a
felvételek technikai mindsége valtozo, ami egy jelentds limitacidja lehet jelen kuta-
tasnak, mivel a gépi tanuldé modellek érzékenyek az eltérd felvételi mindségekre, az
adatbazis részletesebb leirdsa megtalalhatd Vincze és mtsai. 2021-es cikkében (Vinc-
ze és mtsai., 2021).

2.2 Korabbi eredmények

Az adatbazist felhasznalva tobb kutatasi eredmény is talalhatd. Egas-Lopez és mtsai.
hasonloéan hozzank azt vizsgaltdk, hogy mennyiben lehetséges a HC, MCI, és MAD
elkiilonitése, illetve, hogy mely felvétel tipussal képesek jobb eredményt elérni, azon-
ban i-vector jellemzd kinyer6 eljarast alkalmaztak. A vizsgalat soran legjobb eredmé-
nyeket a késleltetett felidézés tipusu felvételeken kaptak, bar az eltérés nem volt jelen-
tds a kiilonbozo tipusu felvételeken: AF-en 42,7%-os pontossagot, ENN-en 41,3%-o0s
pontossagot, mig a KF-en 46,7%-0s pontossag értek el (Egas-Lopez és mtsai., 2019).

Egy masik kutatasban Egas-Lopez és mtsai. x-vektor jellemzo kinyer6 eljarassal is
vizsgaltak az adatbazist, am ekkor a HC és MCI elkiilonitését vizsgaltdk az ENN
(el6zd napi narracio) tipusu felvételeken. Legjobb elkiilonitést 70%-os pontossaggal
tudtak elvégezni (Egas-Lopez és mtsai., 2021). Kiss-Vetrab és mtsai. is elvégezték
ugyanezt a vizsgalatot szekvencialis autoenkoder alkalmazasaval és nagyon hasonld
72%-o0s pontossagot tudtak elérni (ez jelen adatbazisban azt jelenti, hogy eggyel tobb
helyes elkiilonitést értek el) (Kiss-Vetrab és mtsai, 2022).

Kiilfoldi adatbazison elért eredmények is talalhatoak x-vektor jellemzd kinyerd el-
jaras alkalmazasaval. Haulcy és Glass SVM osztalyozot alkalmazva 64%-0s pontos-
sagot értek el az ADReSS adatbazison (Haulcy és Glass, 2021), Campbell és mtsai.
illetve Pappagari €s mtsai. ugyanezen adatbazison 73%-0s pontossagot értek el
(Campbell és mtsai., 2021), (Pappagari és mtsai., 2021), mig Wang és mtsai. 75%-ot
tudtak elérni az adatbazison (Wang és mtsai., 2021). Subramanian és mtsai. altaluk
gyljtott adatbazisoson 72%-0s pontossagot értek el (Subramanian és mtsai., 2024).
Tovabbi 6sszefoglalé eredmények talalhatok Tripathi és Kumar 2024-es cikkében
tobbféle jellemzo kinyerd eljaras és osztalyozo eljaras alkalmazasa esetében (Tripathi
és Kumar, 2024).

2.3 Leir6 jellemzdk

A beszédfelvételekbdl a jellemzok kinyerése x-vektor jellemzé kinyeré modszer se-
gitségével valositottuk meg, amely mély neuralis haldzatokon alapuld modszer
(Snyder és mtsai., 2017 és 2018). A modszer segitségével minden felvételt 512 di-
menzidju vektorral jellemeztiink. A modszert eredetileg beszéld azonositasra fejlesz-
tették ki, de azota tobb kutatas is bizonyitotta, hogy jol alkalmazhato jellemz6 kinyerd
eljarasként betegségek beszéd alapu diagnosztikdjanak tdmogatasdhoz (Jenei és
mtsai., 2022) (Egaz Lopez és mtsai., 2021 és 2022).
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Az x-vektor jellemz0 kinyerd eljaras elénye, hogy a kimeneti x-vektor, féleg olyan
informacidkra Osszpontosit, amelyek az emberi hallas szdmara relevansak lehetnek,
elhagyva a hangmintakba bekeriil6 zajokat vagy redundans tulajdonsagokat (Snyder
és mtsai., 2018). Az x-vektor jellemz6 kinyerd eljaras tovabbi eldnye, hogy képes
eltérd hosszusagu hangfelvételekbdl fix dimenzidja jellemzévektort eldallitani.

Az x-vektor jellemzdévektoroknak az eldallitdsahoz egy mély neurdlis halozatot
hasznalnak, amelyben az adatdramlas egyiranyu, igy az informaciok visszacsatolds
nélkiil, kizarélag a bemenettdl a kimenet felé haladnak. A halozat strukturdja ,,end-to-
end” rendszeren alapszik, ami miatt ,,in-domain” adatokra van sziikség a tanitas soran,
tehat az adatoknak Osszhangban kell lennitik az alkalmazasi teriilettel. Ennek kezelése
érdekében tobbosztalyos kereszt-entropia célfliggvényt haszndlnak, tovabba a be-
agyazasok Osszehasonlitdsara egy kiilon tanitott PLDA (Probabilistic Linear
Discriminant Analysis) modellt alkalmaznak (Snyder és mtsai., 2018).

A neuralis halézat els6-harom rétege keretszinten a beszéd kisebb idobeli szeleteit
dolgozza fel, fokozatosan novelve az iddbeli kontextust. Ezutan a negyedik réteg
Osszesiti a keretszintli informaciokat, atlagot és szorast szamol igy mar beszédminta
szinten jellemzi a felvételt, ezt koveti tovabbi harom, teljesen 6sszekotott réteg, €s
ezeket a rétegeteket nevezziik x-vektor-nak. A végeredmény egy kompakt, univerzalis
reprezentacio, amely alkalmas lehet a bemenet kiilonbozé beszéd alapt osztalyozasi
vagy regresszios feladatokra, példaul beszél6-azonositasra vagy betegségek diagnosz-
tizalasanak tamogatasara.

A vizsgalatinkhoz hasznalt x-vektor modellnek egy nyilt forraskodu, elére betani-
tott neurdlis halézatot hasznaltunk, amelyet a Hugging Face platformon keresztiil
értiink el és a Snyder féle architektirat implementalja
(https://huggingface.co/speechbrain/spkrec-xvect-voxceleb). A Hugging Face tobb a
kozosség altal karbantartott és kutatasi célra optimalizalt modellt kinal, igy megbizha-
to €s forrast jelentett a jellemzok kinyerésére. Ez lehetdvé tette, hogy a beszédfeldol-
gozashoz sziikséges jellemzovektorokat gyorsan és hatékonyan allitsuk eld, anélkiil,
hogy a teljes neuralis haldzatot Gjra kellett volna tanitani, bar az x-vektor neuralis
halézat magyar nyelvre torténd adaptacioja javithatja az eredményeket par szazalék-
kal, de nem sziikségszertien (Egaz Lopez és mtsai., 2021).

A kinyert jellemzoket Z-transzformacid segitségével normalizaltuk. A jellemzok
normalizécidja fontos 1épés a gépi tanulast alkalmazé modellekben, mivel biztositja,
hogy a kiilonb6z6 magnitudoju skalan 1évé jellemzok ne zavarjak 6ssze a gépi tanu-
last. A Z-transzformacié alkalmazasa soran a jellemzok értékeit az atlagtol valo elté-
résiik alapjan, az adatok standard szorasaval torténé osztasaval skalazzak at. Ennek
kovetkeztében a jellemzOk atlagosan nulla értékiiek és egységnyi standard szorassal
rendelkeznek.

2.4 Modell tanitasa, optimalizalasa és tesztelése

A vizsgalatok elvégzéséhez Rapidminer Studio-t hasznaltunk, a program hasznalata
egyszerl, mivel vizualis feliileten keresztiil lehet kiilonbozé adatelemzési és gépi
tanulé modellek létrehozasat elvégezni (Dwivedi és mtsai., 2016). A keretrendszeren
beliill haromféle gépi tanuld eljarast alkalmaztunk: Support Vector Machines (SVM)
(Cortes és Vapnik, 1995) LibSVM (Chang és Lin, 2011) implementacioban, Random
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Forest (RF) (Breiman, 2001) és K-Nearest Neighbours (KNN) (Cover ¢s Hart, 1967)
gépi tanul6 eljarasokat. A betegségek beszédalapti orvosi diagnosztizalasnak tamoga-
tasban az egyik legelterjedtebb gépi tanuldo modszer az SVM, mivel elméletileg lehet-
séges ezzel a modszerrel tetszéleges probléma statisztikai értelemben vett legjobb
modelljét megalkotni, ugyanakkor a gyakorlatban kis mennyiségii adatokon is elég jol
tanithat6, azonban a hasznalata nem sziikségszerti, altalaban hasonléan jo eredménye-
ket lehet elérni RF-el vagy egyéb neurdlis halozatokkal is (Low és mtsai., 2020). Pont
emiatt alkalmaztunk mas gépi tanulo eljarasokat is, hogy megvizsgaljuk, hogy a ka-
pott eredmények mennyiben fiiggenek az alkalmazott gépi tanul6 eljarastol. Elézete-
sen arra szamitottunk, hogy az SVM-el és a RF-el hasonlo de jobb eredményeket
kapunk, mint a KNN-nel.

Az adatbazis kis mérete miatt (75 felvétel tipusonként) egymasba agyazott kereszt-
validaciot (nested cross-validation) alkalmaztunk (Varma és Simon, 2016). Ennek a
lényege, hogy egymasba agyazva kettds keresztvalidaciot hajtunk végre. A kiilsd
keresztvalidacio soran kiilonitjiik el a teszt halmazt és a modell létrehozaséhoz alkal-
mazott halmazt, majd a belsd keresztvalidacioban végezziik el a modell optimalizala-
sat és tanitasat és a kapott modellt teszteljiik a kiils6 keresztvalidacioban. Legvégiil a
kapott teszt eredményeket aggregaljuk. A modszer elénye, hogy a vizsgalt eljaras
tesztelését a teljes adatbazison képesek vagyunk elvégezni, igy statisztikai értelemben
pontosabb becslést kapunk a vizsgalt modszer teljesitményérdl. Masfell a modell
1étrehozéasahoz is tobb mintat tudunk megtartani, ami kevés minta esetén a gépi tanuld
eljarasok teljesitményében nagy jelentdséggel bir. Természetesen az eljaras teljesiti az
a modellek létrehozasanak azon alapkdvetelményét, miszerint a tanito, az optimaliza-
16 és a teszt halmazok egymastol fiiggetlenek, igy a kapott eredmény valdban a mod-
szeriink valos teljesitményérdl ad becslést. A hatranya, hogy jelentdsen megnovel a
vizsgalat idejét, illetve esetlegesen kiilonb6z6 modelleket alkot, igy nem egy konkrét
modell teljesitményét becsiili, hanem inkabb magat az alkalmazott eljarast. Jelen
kutatasban a kiils6 keresztvalidacional 25-6s fold szamot valasztottunk osztalyonként
kiegyenlitve, igy minden fold-ba pontosan egy HC, MCI és MAD személy beszéd-
mintaja keriilt, mig a bels6 keresztvalidacio esetében 24-et valasztottunk osztalyon-
ként kiegyenlitve, igy itt is minden fold-ba pontosan egy kiilonb6zd osztalyi személy
kertilt.

A modell optimalizalasa soran a bemeneti jellemzdvektort optimalizaltuk inkre-
mentalis kivalasztas (forward selection) eljarassal. Az eljaras egy jellemzo csokkentd
eljaras, erre azért volt sziikség, mivel az x-vektor 512 dimenzidju volt, mig a teljes
adatbazisban felvétel tipusonként csupan 75 felvétel allt rendelkezésre. A gépi tanuld
eljarasok statisztikai alapuak, igy, ha kevés tanité minta all a rendelkezésiinkre célsze-
i lehet a leird jellemzdvektor dimenziojanak a csokkentése (Kiss és Vicsi, 2017).

Az eljaras az iires jellemzovektorbdl indul ki. Az i-dik 1épésben rendelkezésére all
az i-1 dimenzidju az eljaras szerint optimalis jellemzdvektor. Majd egyesével kiérté-
keli az eljaras, hogy a még fel nem hasznalt jellemzok koziil, az i-1 dimenzidju jel-
lemzévektorhoz melyik hozzadadasaval lehet a legjobb eredményt kapni, igy az i-dik
1épés végén megkapjuk az i dimenzidju az eljaras szerint optimalis jellemzdvektort.
Az eljaras esetén lehetséges kiilonbozo leallasi feltételeket megadni, ezaltal csokkent-
ve a futasi id6t. Az eljaras eldnye, hogy a jellemzok szamatol fiiggden négyzetes
komplexitasu, igy gyorsnak nevezhetd és a gyakorlatban hatékony, képes lehet akar
az optimalis jellemzdvektor megtalalasra. Azonban, ha igaz, hogy a jellemzdknek van
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egy olyan részhalmaza, amik egyiittes alkalmazéasa sziikséges a legjobb eredmény
eléréshez, azonban a részhalmazaik semmiben sem javitjdk a modell teljesitményét,
akkor az eljaras képtelen lehet megtalalni az optimalis jellemzévektort. Jelen kutatas-
ban az eljarast ugy alkalmaztuk, hogy ha 3 1épésig nem javult az eredmény, akkor
alljon le az eljaras.

Az egyes gépi tanulo eljarasokat a Rapidminer Stadi6 altal javasolt alapértelmezett
paraméter értékek mentén alkalmaztuk. SVM esetén SVM-C tipust hasznaltunk rbf
kernellel és a gamma ¢és cost értékeknek 1-et adtunk meg. RF esetén 100 fat alkalmaz-
tunk, gain ration hasitasi kritériumot és 10-es maximalis mélységet adtunk meg. KNN
esetén k-t 5-nek valasztottuk.

2.5 Kiértékelési metrikak

Az eljaras tesztelése soran megkaptuk az SVM, az RF illetve a KNN tévesztési matri-
xat. Ezekbdl kiszamitottuk a pontossagot (accuracy), az atlagos precizitast (precision),
az atlagos felidézést (recall) és az atlagos f1 értéket (f1 score). Elsddleges metrikanak
a pontossagot valasztottuk, és az optimalizalas soran is azt alkalmaztuk. Mivel az
adatbazis osztalyonként kiegyenlitett volt, igy a pontossag egy megfeleld metrika,
ugyanakkor ebbdl kdvetkezik, hogy az atlagos felidézés és pontossag minden esetben
meg fog egyezni. De az atlagos precizitas illetve az atlagos f1 érték tovabbi informa-
ciot kozol arrdl, hogy az adott modell az osztalyonként mennyire egyenletesen teljesit.

3 Eredmények

A kutatas soran alkalmazott gépi tanulasi modellekkel (SVM, KNN, RF), és a kiilon-
boz06 tipusu felvételeken azonnali felidézés (AF), el6z6 napi narracio (ENN) és késlel-
tetett felidézés (KF) végeztiink osztalyozasi vizsgaltokat. Az elemzés célja az volt,
hogy azonositsuk, milyen pontossaggal és hatékonysaggal lehet megkiilonbdztetni
egymastodl az egészséges személyek (HC), az enyhe (iddskori) kognitiv zavarral diag-
nosztizalt személyek (MCI), valamint az enyhe Alzheimer-korral diagnosztizalt sze-
mélyek (MAD) beszédfelvételeit. A kapott eredményeket a 1. tablazatban foglaljuk
Ossze.

1. Tablazat: SVM, RF és KNN optimalizalt modellekkel kapott eredmények a HC,
MCI és MAD elkiilonitése esetében a felvétel tipusatdl fiiggden

Gépi tanu- Felvétel Pontossg Atlagos Atlagos Atlagos f1
10 eljaras tipus precizitas felidézés érték
SVM AF 56,0% 55,7% 56,0% 55,7%
SVM ENN 50,7% 51,4% 50,7% 50,6%
SVM KF 58,7% 58,7% 58,7% 58,7%
RF AF 50,7% 50,0% 50,7% 50,1%
RF ENN 45,3% 45,4% 45,3% 45,3%
RF KF 53,3% 52,6% 53,3% 52,7%
KNN AF 46,7% 40,1% 46,7% 40,4%
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KNN ENN
KNN KF

40,0%
50,7%

42,1%
48,1%

40,0%
50,7%

39,4%
47,4%

A gépi tanul6 eljardsokat dsszehasonlitva (1. tablazat) a legjobb pontossagi ered-
ményeket az SVM-mel kaptuk (51-59%), masodik legjobbakat RF-el (45-53%) majd
a legrosszabbakat KNN-nel (40-51%), ugyanakkor elképzelhetd, hogy az egyes gépi
tanuld eljardsok paramétereinek optimalizalasival ezek a kiilonbségek eltiinnének
vagy mérséklodnének.

A felvétel tipusokat Osszehasonlitva egyértelmii tendencia latszik. Legjobb ered-
ményeket a késleltetett felidézésen (KF) kaptuk (51-59%), masodik legjobb eredmé-
nyeket az azonnali felidézésen (AF) kaptuk (47-56%), mig a legrosszabbakat az el6z6
napi narraciokon (ENN) kaptuk (40-51%). Tovabba érdekes, hogy mig a két felidézés
tipus (KF-AF) kozott 3-4% kiilonbség volt gépi tanuld eljaras fliggvényében, addig az
azonnali felidézés és az el6z6 napi narracio (AF-ENN) k6zott 5-7%, ami majdnem a
dupldja a KF-AF kozti kiilonbségnek, mig a késleltetett felidézés és az el6z6 napi
narracié (KF-ENN) kozott 8-11% volt, ami majdnem a haromszorosa a KF-AF kozti
kiilonbségnek. Ezekbdl kijelenthetd, hogy jelen adatbazis esetében, az altalunk alkal-
mazott modszerekkel, a felidézés tipusu feladatbdl kinyert jellemzokkel magasabb
osztalyozasi pontossagot lehetett elérni, vagyis ez a tipusu beszédminta feltehetdleg
hatékonyabb lehet az orvosi diagndzis tdmogatasahoz.

Az SVM ¢és az RF esetében a pontossag €s az atlagos fl értékek hasonldak voltak,
amibdl arra lehet kdvetkeztetni, hogy az igy kapott modellek hasonlo teljesitménnyel
képesek felismerni az egyes osztalyokat, ezzel szemben a KNN esetén az fl érték
tipikusan alacsonyabb volt a pontossagnal, amibol arra lehet kdvetkeztetni, hogy az
adott modell valamelyik osztalyt 1ényegesen alacsonyabb teljesitménnyel volt képes
megtanulni. Ebben az esetben tévesztési matrixokat tanulmanyozva azt kaptuk, hogy
a MClI-re val6 dontés atlagosan csupan 22,3%-o0s, ami 10%-al elmarad a vart 33%-tol.
Ez érthetd, hiszen a kognitiv hanyatlas egy fokozatos jelenség igy az egészséges id6-
seket az enyhe kognitiv zavartdl szenvedd iddsektél nem feltétleniil egyszerti elkiilo-
niteni, illetve maga a beszéd nem feltétleniil képes tokéletesen elkiiloniteni az egész-
séges idoseket, az enyhe kognitiv zavartol szenvedd idésektol, vagy az enyhe Alzhe-
imer kortol szenvedd idésektdl sem.

Legjobb eredményt SVM gépi tanuld eljarassal értiik el a késleltetett felidézés ti-
pusu beszédmintakat felhasznalva. Ebben az esetben a pontossag 58,7% volt, 2,7%-al
magasabb, mint az azonnali felidézés tipusu beszédmintakat felhasznalva, ugyanakkor
fontos megjegyezni, hogy ez a jelen adatbazisban azt jelentette, hogy ketté személlyel
tobbet osztalyoztunk helyesen. A legjobb eredmény tévesztési matrixa a 2. tablazaban
lathato.

2. Tablazat: SVM gépi tanuld eljarassal, a késleletet felizés (KF) beszédmintakon
tanitott optimalizalt modell tesztelésének tévesztési matrixa

Prediktalt HC | Prediktalt MCI Prlff/ﬂ‘lt)a“ felidézés
Valos HC 15 7 3 60.0%
Valos MCI 5 13 7 52.0%
Valos MAD 4 5 16 64.0%
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| precizitas | 62,5% | 52,0% | 61,5% |

A tévesztési matrixbol megallapithato, hogy a modell hasonlé teljesitménnyel volt
képes felidézni az egyes osztalyokat (HC: 60%, MCI: 52%, MAD 64%), legrosszab-
bul az MCI osztaly esetében teljesitett. Tovabba a precizitas érték szinte megegyezett
a felidézési értékkel osztalyonként (HC: 63%, MCI: 52%, MAD: 62%), amibdl latha-
to, hogy a modell mindharom osztalyra hasonld eséllyel dontott 32-35%, tehat egyik
osztalyt sem hagyta el vagy részesitette tulzott elényben. Ezek a tulajdonsagok Fonto-
sak egy a gyakorlatban is hasznalandé modell esetében. Maguk az eredmények nem
tekinthetéek tul magasnak ugyanakkor egy eldszlirdé rendszerhez, egy allapotkdvetd
rendszerhez vagy orvosi diagnosztika tdmogatasahoz akar hasznalhatd is lehetne az
altalunk fejlesztett modell.

4 Osszefoglalas

Az id6skori demencia, mint példaul az enyhe kognitiv zavar, vagy az enyhe Alzhei-
mer kor, egyre jelentdsebb népegészségiligyi problémat jelent, amely a diagnosztika és
az ellatas tertiiletén is komplex kihivasokat teremt. Bar a betegség jelenleg nem gyo-
gyithato, a korai felismerés és az idoben elkezdett kezelés jelentdsen javithatja a bete-
gek ¢életmindségét €s lassithatja a kognitiv hanyatlast. Az ettdl szenvedd személyek
szama nominalisan ¢és a népességen beliili aranyaiban évrol vére nd, részben a varhato
élettartam novekedésével részben az eloregedd tarsadalmak kovetkeztében. gy a
betegség felismerése egy aranyaiban egyre csokkend rétegre harul. Fontos lenne a
diagnoézis illetve az allapot nyomon kovetesének automatikus tdmogatasa. Mind az
enyhe kognitiv zavar, mind az Alzheimer kor esetében jellemz6 a beszéd megvaltoza-
sa, a beszéd mindségének romlasa, igy a beszéd egy alkalmas objektiv biomarkere
lehet a betegség automatikus felismerésének, sulyossag szerinti becslésének.

Kutatasunkban a Szegedi Tudomanyegyetem Pszichiatriai Klinikdjan rogzitettet
beszédadatbazissal dolgoztunk, amiben 25 egészséges id6s személy (HC), 25 enyhe
kognitiv zavarral diagnosztizal személy (MCI), illetve 25 enyhe alzheimer korral
diagnosztizalt személy (MAD) beszédmintai talalhatok. Az adatbazis minden sze-
mélytél harom spontan jellegli beszédmintat tartalmaz, azonnali felidézés (AF), el6z6
napi narracio (ENN) és késleltetett felidézés (KF).

Minden beszédmintat, x-vektor jellemz6 kinyerd eljaras segitségével, 512 dimen-
segitségével normalizaltuk. Haromféle gépi tanulasi modellt: Support Vector Machine
(SVM), K-Nearest Neighbors (KNN) és Random Forest (RF) hasznaltunk, hogy elkii-
l6nitsik a HC, MCI, illetve a MAD személyeket. Gépi tanuld eljarasonként
(SVM/RF/KNN) illetve beszédminta tipusonként (AF/ENN/KF) egymasba agyazott
keresztvalidacios (nested cross-validation) eljarast alkalmazva kiillonbozé optimalizalt
modelleket hoztunk 1étre. A modell optimalizalds soran az 512 dimenzidju x-vektorok
dimenzidjat csokkentettiik inkrementalis kivalasztast (forward selection) megvaldsitd
jellemzdvektor kivalasztd algoritmussal.

A legjobb eredményt az SVM gépi tanuld eljarassal, a KF tipust beszédmintakat
felhasznalva értiik el 58,7%-o0s pontossaggal. Az SVM modell stabilabb és pontosabb
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osztalyozast biztositott az egyes csoportok kozott, mint a KNN vagy a RF. Egas-
Lopez és mtsai. ugyanezen az adatbazison i-vector jellemz6 kinyerd eljarast alkal-
mazva, 46,7%-0s pontossagot értek el. Igy az altalunk bemutatott modszer 25,7%-0s
relativ javulast mutatott az &6 mddszeriikhoz képest, a konkrét adatbazis esetében ez
azt jelenti, hogy az altalunk bemutatott eljaras segitségével 9-cel tobb személyt ismer-
tiink fel helyesen. Ugyanakkor mi is azt az eredményt kaptuk, hogy a legnagyobb
pontossagot a KF tipusu beszédfelvételeken lehet elérni, masodik legnagyobbat az
AF-en, legrosszabbat pedig az ENN-en. Ugyanakkor nagyobb eltérést tapasztaltunk,
mint Egaz-Lopez ¢és mtsai. (8% szemben a 4%-al) (Egas- Lopez és mtsai, 2019).
Ugyanakkor elképzelhetd, hogy az AF és a KF kozti kiilonbséget nem a késleltetés
okozta, hanem mivel a felvételek sorrendje mindig AF, ENN majd KF voltak, igy az
altalanos kimeriiltség jobban megviselte az MCI illetve az MAD személyeket szem-
ben a HC személyekkel, és ez okozta a beszédnek a nagyobb foku elvaltozasat ezaltal
a jobb osztalyozasi eredményeket, de az kijelenthetd az eredményeink alapjan, hogy a
felidézés alkalmasabb beszédtipus az el6z6 napi narracioval szemben.

Tovabbi két kutatassal hasonlitottuk még 6ssze az eredményeinket (Egas- Lopez és
mtsai, 2021) illetve (Kiss-Vetrab és mtsai., 2022), ahol szintén ezt az adatbazist al-
kalmaztak, ugyanakkor csak az HC-MCI elkiilonitést vizsgaltak és csak az ENN be-
szédtipust hasznaltak, igy 70-72%-os pontossagot értek el x-vektor illetve szekvencia-
lis autoenkoder hasznalataval. Az altalunk bemutatott modszert nehéz egy az egyben
Osszehasonlitani ezekkel az eredményekkel, ugyanakkor az SVM-el, az ENN beszéd-
tipuson létrehozott optimalizalt modellen kapott tesztelési eredménybdl elhagyva
azokat a dontéseket amikor a modell MAD-ra dontétt, illetve az eredetileg MAD-al
diagnosztizalt személyeket, mi 63,4%-0s pontossagot értiink el, ami atlagosan 10,7%-
os teljesitmény csokkenést jelent. Feltehetdleg ez abbdl adodik, hogy az altalunk
bemutatott modell harom osztalyos osztalyozasra lett tanitva és optimalizalva.

Mindharom gépi tanulé modell esetében a legrosszabb eredményt az enyhe kogni-
tiv zavar (MCI) esetében kaptuk (mind precizitas mind felidézés értékek esetében).

A vizsgalat kezdetén megfogalmazott kérdéseinkre a valasz, hogy jelen modszer
segitségével legjobb eredményt a KF esetében lehet kapni, az 58,7%-o0s pontossaggal.
Onmagaban ez a teljesitmény feltehetdleg nem elégséges automatikus diagnézis felal-
litasara, ugyanakkor a beszédalapu eldsziirésre vagy a diagndzis tdmogatasara igéretes
lehetdséget kinal a demencia korai felismerése esetében. A képet tovabb arnyalja,
hogy bar a legjobb eredményt a KF esetében kaptuk, ugyanakkor feltehetdleg ez tart a
legtovabb, kevésbé természetes beszédtipus, igy a gyakorlatban kevésbé jol alkalmaz-
hat6. Raadasul mas betegségek esetében (depresszid, Parkinson kor, skizofrénia,
szorongas, ALS, stb.), amik szintén felismerhetok beszédalapu modszerekkel) altala-
ban nem alkalmazzak ezt a tipusu felvételt az ilyen iranyt kutatdsok. Az ENN egy
sokkal természetesebb, egyszeriibben megvalodsithato, feltehetéleg rovidebb ideig
tartd folyamat, amit raadasul egy eldszlirés (haziorvosi rendelés) vagy egy szakorvosi
rendelés esetében be lehet épiteni az alapvetd protokollba, hiszen a legtébb esetben
amugy is végeznek egy altalanos allapot felmérést, az el6z6 napok eseményeinek
atbeszélésével. fgy az ENN rogzitése és kiértékelés az adott folyamatot nem terhelné
extra koltségekkel, és ez az eldbb felsorolt betegségek esetében is egy gyakran kuta-
tott beszédtipus.

Az x-vektor jellemz6 kinyerd eljaras elsGsorban, a beszéd akusztikai lenyomatat
reprezentalja, ugyanakkor a temporalis, illetve szemantikai jellemzdket nem, vagy
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csak kevéssé veszi figyelembe. Igy a tovabbiakban tervezziik, hogy ezen jellemzéket
is felhaszndlva Ujra elvégezziik a vizsgaltot. Az x-vektor modszer masik nagy hatra-
nya, hogy szinte semmit sem mond arrél, hogy mi az eltérés a beszédben az egyes
osztalyok kozott, igy a jovében tervezziik az akusztikai jellemzok klasszikus vizsgala-
tat, illetve egy azon alapuld gépi modell tesztelését. A gépi tanuld eljarasok statiszti-
kai alapuak igy a nagy szdmu minta elengedhetetlen a robusztus és jol miikddé mo-
dellek létrehozasaban, igy tervezziik uj felvételek rogzitését is. Tovabba tervezziik
jelen modszer angol nyelvii beszédmintakon vald tesztelését.

Jelen kutatds eredményeinek felhasznalasanal érdemes figyelembe venni az adat-
bazis mennyiségi és mindségi jellemzoit. Tovabba, hogy az egyes gépi modellek
paramétereit nem optimalizaltuk, hanem alap értékeket hasznaltunk.
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Abstract. The current trend in Al is to base the development of prac-
tically any application on so-called foundation models, "a type of Al
technology that are trained on vast amounts of data and can be adapted
to a wide range of tasks and operations". This paper examines whether
this strategy is viable in speech technology when our input is special in at
least two senses: first, it is produced by Hungarian speakers, and second,
these speakers have dysarthria. Dysarthria is a medical umbrella term
that covers neurologic-related speech disorders that affect multiple as-
pects of speech, resulting in impaired speech intelligibility. Conclusively,
dysarthria might quite negatively impact social connections, and thus
life quality in general. Our final goal is to improve the intelligibility of
the affected people, and of course in their native language, Hungarian.
This might lead to further complications, as the applied technologies are
mainly developed for English. Due to the difficulties of collecting task-
specific data the idea of using general-purpose speech technology tools
(that were originally developed for English) arises naturally. The paper
discusses the possibilities and pitfalls of this approach, and our main
conclusion is that albeit these techniques might basically work, result-
ing in increased automatic recognition performance, applying them to
Hungarian and dysarthric speech requires special attention to avoid any
unexpected behavior.

Keywords: dysarthria, intelligibility, foundation model

1 Introduction

In the recent decade, artificial intelligence (AI) has turned from a niche research
topic into an ubiquitous development tool. As part of this, the use of ‘foundation
models’ became widespread. According to Bommasani et al. (Bommasani et al.,
2021), the expression means "any model that is trained on broad data that can be
adapted to a wide range of downstream tasks". From the application developers’
point of view, building on them is advantageous because the Al part may be
taken for granted. Meanwhile the AI engineer can focus on only the Al issues
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- for example, the creation of these models typically requires special hardware
and vast amounts of data. In the following, we will use the term ’foundation
model’ in a broad sense, generally discussing the use of (neural) AI tools that
are readily available from the internet without retraining, be of any size.

Unfortunately, language engineers face a further special problem here: big
foundation models — for example, large language models — are usually created
with the English language in mind, and while they might work for other lan-
guages as well, it is not necessarily guaranteed. Even worse, in this paper we try
to apply the Al tools originally developed for English not simply to Hungarian
speech, but to Hungarian dysarthric speech, which is even more a special case.

Dysarthria is a collective medical term that covers motor speech disorders
of neurologic origin. Speakers with dysarthria may exhibit difficulties with any
or all components of speech production, e.g., respiration, phonation, resonance
formation, and articulation (Duffy, 2013). Any disorder of speech planning and
execution — acquired or developmental — poses a serious communication barrier.
Phonation and articulation disorders can affect speech production temporarily
or permanently, in some cases worsening gradually. The resulting speech — even
though it may be well-formed in terms of content and grammar — will be difficult
or almost impossible to understand (Horvath and Hirshberg, 2013). Impaired in-
telligibility can reduce the affected people’s ability to live independently. We in-
tend to improve their life quality by exploiting the tools of computational linguis-
tics and artificial intelligence, thus supporting their social reintegration (Toth
et al., 2018; Terbe et al., 2022).

Dysarthria can have multiple causes (Aronson, 1981). Depending on the dam-
aged or dysfunctional areas, individual occurrences can be grouped according to
the different characteristics of speech disturbances. Depending on the extent to
which speech sounds and suprasegmental features are affected, we can distin-
guish different types of dysarthria. For example, those whose speech disorder
is caused by neurodegenerative diseases or traumatic brain injury will produce
speech errors such as monotonic voice or hyperkinetic speech. Speech volume,
pitch and rhythm can show a great variation depending on the origin and location
of the lesion or disease. Among dysarthria types resulting from motor function
impairment, weakened control of the articulatory organs affects the process of
producing certain speech sounds, resulting in blurred or distorted phones, like
distorted vowels or imprecise consonants. The difficulty of sustaining sounds at a
given pitch for a given duration will manifest as a distortion at the suprasegmen-
tal level of speech, i.e., prosody. Lastly, dysfunctions of the vocal cord control
also deteriorate voice quality, causing a condition known as dysphonia (Marko
et al., 2007), which often co-occurs with dysarthria (Camillo and Ortiz, 2007).
In summary, dysarthria is a complex clinical condition that may affect several
components of speech to varying degrees, with different degrees of severity de-
pending on the underlying clinical condition (e.g., ALS, multiple sclerosis, stroke,
traumatic brain injury, cerebellar disorders, Parkinson’s disease, and other neu-
rological disorders).
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Any neurological disorder, consequently dysarthria is of course not language-
specific. However, there might be some special speech properties in which English
and Hungarian are basically different, which might hinder the application of an
English language technology tool to Hungarian. We think that the two languages
are not so basically different regarding articulatory fine movements; that is, the
basic sound formation process is the same. The main difference lies in the fea-
tures that listeners use as keys to differentiate certain speech sounds or larger
segments from each other. Thus, from the point of intelligibility, different fea-
tures may be relevant for speakers of the two languages. We observe the largest
differences at the suprasegmental level, in prosody. English is categorized as a
stress-timed language (Aubanel and Schwartz, 2020), while Hungarian is defi-
nitely not. This may influence both certain timing issues and the reduction of
non-stressed syllables (in English), so any tool that offers to manipulate these
factors should be used with special care.

2 Approaches to Improving Intelligibility

Our main goal is to support the communication of the affected people by increas-
ing the intelligibility of their speech by computational means. A very general
approach might be the application of speech synthesis. The current technol-
ogy allows very good-quality synthetic speech, along with very quick methods
to personalize it (Székely et al., 2025). By "generality" we mean that this ap-
proach would work even when the user is not able to speak at all. Meanwhile
this feature is a bottleneck at the same time: in practice we observed that for
the target group — typically old people with neurological disorders — it is difficult
to type the input of a speech synthesizer. If the user is able to speak, automatic
speech recognition (ASR) offers a reasonable alternative to typing. However, a
general-purpose speech recognizer may not perform well for dysarthric speech,
and would require special adjustments (Mihajlik et al., 2025). Moreover, con-
verting the speech to a written form would discard some suprasegmental (e.g.
individual and/or prosodic) details. Thus, here we decided to focus on improving
dysarthric speech, which implicitly assumes that the subject is able to produce
speech (albeit dysarthric). In that case the closest existing technology one might
apply is voice conversion (VC). Which is a general speech technology application
where the goal is to modify the voice of a (so-called source) speaker so that it
became similar to a target speaker, as if by (s)he/he was talking (Mohammadi
and Kain, 2017). More generally, it can be considered as a special case of voice
transformation, as we want to change certain aspects of the voice (although not
necessarily all — see later). Voice conversion is mainly utilized by the entertain-
ment industry (Turk and Arslan, 2002) — for example, it allows the manipulation
of the sound track of a movie or a vinyl record retrospectively. Another appli-
cation area is telecommunication: for example, one might personalize the syn-
thesized voice in a teleconference-application, or even combine it with real-time
machine translation. A special medical case is when we seek to reconstruct the
original voice of a patient, or at least provide the opportunity to communicate by
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synthetic speech — a field known as augmentative and alternative communication
(AAC) (Székely et al., 2025).

The concept of voice conversion is not novel (Moulines et al., 1995), but it has
became more popular and successful only with the advent of deep learning. The
first solutions required a parallel corpus — that is, the same utterances from both
the source and the target speaker. Later came the non-parallel methods (Kaneko
et al., 2021), and those that are supposed to work for more speakers as well, in
a ‘many-to-many’ or ‘many-to-one’ fashion (Kaneko et al., 2019).

As you can see, voice conversion is a general technology that was not di-
rectly invented for ‘repairing’ dysarthric speech. Although it might be tried,
some aspects need special consideration. The first one is the identity of the tar-
get speaker. Voice conversion aims to convert all aspects of a speaker, while
in the case of a dysarthric speech we would want to get rid of all dysarthric
features while preserving all personal properties. Optimally, we have recordings
from the given speaker from before becoming dysarthric, but in general this is
not possible (for example, when the dysarthria is not acquired but congenital).
In the latter case, it would be good to have a huge ’donor’ database of voices, so
the patient could select a voice (s)he prefers. Implantation of any user-specific
properties (for example, if the patient has pre-morbidity recordings) could then
be a second step. In this paper we convert the voice to one healthy speaker from
whom we had plenty of samples, and leave the issue of personalization for later.

As we seek to improve the quality and intelligibility of a voice, at first look
we would say that the articulatory fine movements of the target speech should
be transferred to the source speech, without influencing the voice production
component (with a traditional speech technology term, the ‘excitation signal’),
and this way we could preserve personal components such as the pitch and the
personal tone in general. In practice, however, the situation is not this simple,
because dysarthria usually affects not only the articulation but the sound pro-
duction as well. Even worse, usually the prosody is also hurt, which appears as
a general slowness in the simplest case, but usually it influences other factors of
prosody (e.g. loudness, pitch, timing...) as well, significantly contributing to the
unintelligibility of speech. Similarly, a low signal-to-noise ratio may also play a
role in decreasing the intelligibility. Consequently, we will also experiment with
noise reduction methods, which - together with tempo manipulation - may act
as a 'preprocessing’ step before voice conversion.

A further issue is the amount of dysarthric samples available. As we will
devote the next chapter to the hardships of data collection, we just generally say
here that as machine learning requires huge amounts of training data, we will
prefer those methods that require the least possible amount of training samples.
Machine learning (especially computer vision) introduced the term ‘one-shot
learning’ for basically this sparse-data scenario , which was later extremized
by introducing ‘zero-shot learning’ (Xian et al., 2019). In this paper we focus
on such implementations of voice conversion that offer to work in a zero-shot
manner, so, practically, do not require a fine-tuning training step (while earlier
we experimented with more traditional approaches (Terbe et al., 2022)).
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3 Databases - and the difficulties of data collection

An important argument in the favor of foundation models is that they are typ-
ically trained on enormous amounts of data — much more than what would be
available for us. However, in the case of language technology this normally means
English language data, and it is an interesting question in itself whether these
models would work for Hungarian. Within language technology, speech process-
ing is a small subfield, even in English. So, Hungarian data is much less available
in general. Even worse, here we are targeting dysarthric speech, which is even
more sensitive in a data protection sense, as it counts as medical data. Further-
more, speaking can be effortful for the affected people, so we cannot expect large
datasets (meaning hundreds or even thousands of hours) from them.

For the current study, we used selected samples from the Hungarian Dysarthria
Database! (Jenei et al., 2022), which was collected by the Laboratory of Speech
Acoustics at the Budapest University of Technology and Economics. This corpus
contains speech recordings from 50 adult dysarthric speakers, all of whom are
native Hungarian. The materials include read speech: a collection of standalone
sentences, as well as a longer passage (approximately 1-minute-long).

For our current purpose we decided to select speakers with different intelligi-
bility levels. The basic demographic data of the used speakers are presented in
Table 1. As the group of control people and those with severe dysarthria were
underrepresented in the database, the authors of this paper also contributed,
providing further voice material for the experiments. We took care to represent
both genders in the samples. The etiology of dysarthria was also varied, for
example, stroke or Parkinson’s disease.

Table 1. Basic information about the speakers (and their voice samples)

Severity Speakers Ages Total Duration
Control 5 36; 37; 42; 52; 66 0.5 hours
Mild dysarthria 7|36; 40; 46; 49; 64; 66; 66 1.9 hours
Moderate dysarthria 4 49; 54; 70; 73 1.6 hours
Severe dysarthria 3 39; 40; 53 1.1 hours

4 What is Intelligibility?

As we already wrote, our main goal is to improve the intelligibility of dysarthric
speech, while preserving the personality (e.g. tone) of the original speaker. Un-
fortunately, both factors are very difficult to formalize and measure.

Here we will focus only on the first one, intelligibility, as we immediately
faced a basic question: how do we plan to evaluate our models, that is, can we
measure the intelligibility of a speech signal? Can it be expressed as one number?

! http://lsa.tmit.bme.hu/databases/dysarthria-hun.html
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Subjective evaluation would be an obvious option. That would mean that av-
erage human subjects (or even better: experts, e.g. speech therapists) are asked
to evaluate the intelligibility of our signals. But for a software developer this
sounds troublesome. It would be much simpler if we could automate this step.
This is the main reason why in the literature frequently the error rate of an auto-
matic speech recognizer (ASR) is used to estimate the intelligibility?. However,
this simplification implicitly assumes that artificial intelligence is a good approx-
imation of human intelligence — usually without any direct subjective listening
evaluation (with some notable exceptions (Liu et al., 2024; Baas et al., 2023)).

Such an experimental comparison surely does not exist for Hungarian. Thus,
in our first experiment, we examined the correlation between speech therapists’
evaluation and ASR efficiency. Our data was described in the previous section,
while as regards classification, our speakers were grossly classified into the subsets
"healthy, mildly, moderately, severily dysarthric", by clinical experts, as the
current clinical practice uses these categories (the worst clinical case, "anarthric
— not able to speak at all" is missing for obvious reasons) (Al-Ali et al., 2024).
While traditional assessments by speech-language pathologists are common, this
process is time-consuming, subjective, and can vary between practitioners.

As regards ASR, we needed solutions that work with our Hungarian samples.
As a first option, we applied well-known international ASR systems designed for
multilingual speech transcription. We report recognition results from OpenAl’s
Whisper (Large-V3) (Radford et al., 2023) and Meta’s Massively Multilingual
Speech (MMS) (Pratap et al., 2023) — this latter consists of 1 billion parameters
and was trained on 102 languages. Both were trained on Hungarian speech data
as well, and we explicitly configured them to provide Hungarian transcriptions.

Apart from these firms, Hungarian researchers also developed solutions for
Hungarian speech recognition. From among these, we chose to work with BEAST2
— a recognizer developed for academic purposes (Kadar et al., 2023). Quite re-
cently, even better performance was achieved by the company SpeechTex (Mi-
hajlik et al., 2025), who generously granted us access to their system, which we
will refer to as FastConformerHU (or FConfHU) in the following.

It is important to note that none of the ASR models was fine-tuned during
any phase of our evaluation. To the best of our knowledge, none of them were
trained on dysarthric speech data. This setup simulates real-world scenarios in
which an ASR system encounters dysarthric speech for the first time — without
any prior exposure or adaptation to such speech patterns.

Table 2 reports the word error rates (WER) obtained , so lower values indicate
better intelligibility (for the machine). For each dysarthria severity class, the
average WER is the mean of speaker-level average WERs. We also show character
error rates (CER), as it offers a more nuanced evaluation for Hungarian than
the WER alone. This is due to Hungarian’s rich agglutinative morphology: ASR

2 Speech technology has several methods to evaluate the quality of speech signals, such
as the STOI (short-term objective intelligibility), and we did use these earlier (Terbe
et al., 2022). However, these metrics were originally developed for speech synthesis
or speech enhancement, and their use for the current purpose is at least debatable.
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Table 2. ASR error rates (%) for the categories defined by speech-language therapists.

healthy mild moderate severe

ASR engine WER CER|WER CER|WER CER|WER CER
Whisper-large-v3 19.3 11.1] 70.8 41.5| 85.1 48.1| 100.8 73.7
MMS-1B-FL102 315 89| 894 624 94.1 74.0{ 989 785
BEAST?2 14.3 3.8/ 62.8 36.6| 76.0 49.7| 88.3 659
FastConformerHU 6.5 21| 45.2 20.7| 55.8 26.4| 82.7 51.5

Table 3. ASR error rates (%) after noise reduction.

healthy mild moderate severe

ASR engine WER CER|WER CER|WER CER|WER CER
Whisper-large-v3 | 19.2 10.9| 729 43.9| 81.7 45.9| 98.6 66.5
MMS-1B-FL102 33.8 9.0 90.3 63.5] 94.2 74.5| 98.8 78.2
BEAST?2 151 4.1 63.8 37.1] 77.3 51.0] 89.1 66.2
FastConformerHU 6.8 22| 459 21.3| 5H7.7 27.8] 82.9 52.7

models often correctly identify the stem but miss the actual word form. In such
cases, WER penalizes the entire word as incorrect, even though most characters
are right — whereas CER accounts for the partial correctness.

Generally, ASR error rates indeed correlate with the speech therapists’ rating,
suggesting that ASR may serve as a gross approximation of the voice intelligi-
bility. Moreover, the Hungarian-specific models consistently outperformed the
multilingual ones. In all subsequent tables, WER/CER values lower than those
for the original input will be shown in bold, indicating performance improvement.

5 Noise Reduction

Our sound material - collected in real environments - was contaminated by a high
amount of background noise. Moreover, individuals with dysarthria would not be
able to properly tune their loudness when using some voice processing tool, for
example, a cellphone, which may result in too soft recordings. These observations
suggest that loudness normalization and noise reduction could improve voice
quality, and thus intelligibility. However, these solutions should be used with a
special caution, as these algorithms are often built on spectral subtraction, which
may introduce artifacts. As most ASR systems are not trained on such a data,
noise reduction may be detrimental on their performance (Gerazov et al., 2026).

In our experiments, we used Sepformer (Subakan et al., 2021) for speech en-
hancement. The model was pre-trained on the Microsoft DNS-4 dataset (Dubey
et al., 2022), which includes 150 diverse noise types (e.g., baby crying, heavy
breathing, fan, mouse click). While originally it was designed for speaker sepa-
ration, Sepformer proved effective for speech enhancement as well. We treated
it as a foundation model and do not fine-tune it during evaluation.

Table 3 shows the impact of SepFormer on "speech intelligibility" (ASR
scores). We found improvements for nearly all severity levels, according to Whis-
per and MMS, which was notably significant for Whisper in the "severe" case.
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Table 4. ASR error rates (%) after applying rhythm conversion (RC).

Whisper MMS BEAST2 | FConfHU

RC method WER CER|WER CER|WER CER|WER CER
healthy
Urhythmic(Global)| 25.1 14.6] 35.7 10.4| 20.2 6.1 84 26
Urhythmic(Fine) 35.6 24.1| 41.1 125 239 81| 111 34
Syllable(Global) 37.1 27.1] 37.0 10.8 21.3 6.4 8.0 25
Syllable(Fine) 29.3 17.2| 40.9 14.7] 233 83| 128 4.2
mild dysarthria
Urhythmic(Global)| 78.7 48.9| 92.4 69.6/ 68.1 43.1| 52.1 26.9
Urhythmic(Fine) 84.6 55.8/ 95.0 75.4| 749 49.2] 61.2 33.5
Syllable(Global) 81.5 49.9| 93.7 69.5| 69.5 43.7] 49.1 23.9
Syllable(Fine) 105.0 72.6| 95.6 75.6] 76.4 51.2| 64.0 34.8
moderate dysarthria
Urhythmic(Global)| 92.2 57.2| 95.0 78.0 79.1 53.7| 60.5 31.2
Urhythmic(Fine) 94.5 64.0) 96.2 79.5| 82.4 58.0/ 68.2 38.5
Syllable(Global) 879 54.2| 95.1 76.6| 783 52.8] 57.3 28.6
Syllable(Fine) 111.4 73.4| 95.8 79.6] 82.2 56.8| 65.9 35.8
severe dysarthria
Urhythmic(Global)| 104.2 76.2| 98.6 77.6| 87.8 66.1| 81.7 50.6
Urhythmic(Fine) 120.5 92.3| 98.6 78.7| 88.8 67.8 84.3 53.7
Syllable(Global) 97.2 72.6| 98.8 76.4| 87.0 66.2| 81.2 50.5
Syllable(Fine) 148.4 113.4| 98.5 77.4| 884 67.5| 82.7 519

6 Rhythm Reconstruction

Although dysarthria is highly heterogeneous, slow articulation is a common trait,
suggesting that rhythm normalization would enhance intelligibility without any
further modification. To verify this, we evaluated two unsupervised rhythm con-
version methods: Urhythmic (van Niekerk et al., 2023) and a syllable-based
method (El Hajal et al., 2025b). Both first segment speech using acoustic fea-
tures extracted by a foundation encoder, then model the rhythm distribution of
these segments, and finally align the source rhythm to that of a target speaker.
Urhythmic uses hierarchical clustering to divide the signal into segments based
on sonority. While it was originally developed for general-purpose rhythm con-
version, it was also tried in the recognition of dysarthric speech (El Hajal et al.,
2025a). The syllable-based approach focuses on syllable nuclei, estimating peak-
to-peak syllable durations per speaker. Both variants model speaking rate at two
levels: fine-grained and global. In the fine-grained scenario a gamma distribution
is fitted on speech segment durations to learn a speaker-specific duration model.
In global rhythm modeling, a speaking rate — such as syllables per second or
sonorants per second - is approximated over all speech segments. The rhythm
model of a dysarthric source speaker is mapped onto that of a healthy target
speaker, transmitting the rhythmic properties of the target to the source.
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Table 5. ASR error rates (%) after applying voice conversion.

Whisper MMS BEAST2 | FConfHU

VC method WER CER|WER CER|WER CER|WER CER
healthy

Seed-VC 23.3 11.0f 416 134| 21.3 6.6/ 106 34

kNN-VC 30.3 18.5| 36.7 10.8] 18.7 5.8 8.4 2.7

Urhythmic(Global)+kNN-VC| 29.6 17.0| 36.7 10.9| 18.6 5.5 8.6 2.8
Urhythmic(Fine)+kNN-VC 34.2 21.9| 40.8 12.6] 23.8 84| 11.6 3.7

Syllable(Global)+kNN-VC 34.2 223 36.8 10.6] 20.2 6.1 8.7 2.7

Syllable(Fine)+kNN-VC 33.7 20.3| 41.7 15.1] 243 85| 126 44
mild dysarthria

Seed-VC 81.7 51.1) 95.7 71.9| 73.2 44.8] 63.2 33.6

kNN-VC 759 45.3| 944 69.8|] 70.9 42.4| 56.3 284

Urhythmic(Global)+kNN-VC| 77.0 46.8] 92.0 68.3| 69.4 42.3| 57.0 30.2
Urhythmic(Fine)+kNN-VC 80.9 51.8| 94.7 T73.9| 7T4.6 47.2] 634 352

Syllable(Global)+kNN-VC 78.0 47.6| 92.8 68.2| 71.0 43.2| 56.4 28.7

Syllable(Fine)+kNN-VC 94.8 58.9| 95.3 74.7| 76.4 49.6] 67.3 37.3
moderate dysarthria

Seed-VC 94.4 60.3] 97.4 76.5| 80.9 51.8] 752 40.1

kNN-VC 94.3 57.5| 97.3 76.6| 82.6 54.8] T71.1 38.5

Urhythmic(Global)+kNN-VC| 98.6 63.6| 96.9 76.6| 79.3 51.6/ 70.7 38.3
Urhythmic(Fine)+kNN-VC 109.9 73.9| 97.0 781 829 55.3| 751 42.0
Syllable(Global)+kNN-VC 104.2 62.8| 954 74.0f 79.2 51.7| 70.2 36.9

Syllable(Fine)+kNN-VC 123.4 86.0f 96.4 79.0f 82.1 55.1f 75.2 41.5
severe dysarthria

Seed-VC 116.3 88.1] 99.1 79.2| 91.9 67.4| 88.0 56.7

kNN-VC 113.1 85.8| 100.0 78.2| 914 69.3| 88.5 58.2

Urhythmic(Global)+kNN-VC| 113.9 80.9] 99.8 79.6| 90.0 66.5| 86.8 55.0
Urhythmic(Fine)+kNN-VC 112.5 83.6] 99.5 79.71 90.0 67.3| 88.1 56.5
Syllable(Global)+kNN-VC 115.8 88.7| 99.4 78.4] 88.5 66.6| 87.2 552
Syllable(Fine)+kNN-VC 159.2 115.1| 99.0 78.2] 89.0 67.6| 87.9 56.5

The Szindbad Hungarian single-speaker audio book (To6th, 2009) was used
in our evaluations both to re-train the speech segmenter and to define the target
rhythm model — leveraging the healthy prosody of the narrator as reference.
Speech volume was normalized to -20dB, following the preprocessing procedure
suggested by the inventors®. Acoustic features were extracted using a pre-trained
WavLM Large encoder (Chen et al., 2022), and waveforms were reconstructed
with a HiFi-GAN vocoder specifically adjusted to WavLM features, as proposed
by the authors of the method (Baas et al., 2023).

The WER and CER scores for the examined rhythm conversion methods are
summarized in Table 4. The syllable-based (global) method reduced error rates
for severe dysarthria for all evaluated ASR models. Similarly, global Urhythmic
reduces the error rates on more than one ASR model. For severe dysarthric
speech, both methods proved effective in enhancing intelligibility.

3 https://github.com /idiap/RnV
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7 Experiences with Voice Conversion

As the amount of available data was very limited — and keeping in mind a possible
future application — we preferred those approaches that required no or minimal
training data (in an earlier work we tried more traditional approaches (Terbe
et al., 2022)). So we focused on those voice conversion methods that promised
to work in a ‘zero-shot’ manner, or at least, with minimal retraining. In the
following we introduce the two methods that we experimented with.

7.1 K-Nearest Neighbor Voice Conversion

The k-nearest neighbor voice conversion (kNN-VC) method (Baas et al., 2023)
transforms source-speaker acoustic features into target-speaker features by find-
ing the k nearest neighbors of each source frame within the target speaker’s
feature space. Acoustic features are extracted using a pre-trained WavLM Large
encoder (Chen et al., 2022), which was trained in a self-supervised manner on
large-scale English speech data. Feature similarity is measured via cosine sim-
ilarity. The encoder remains frozen (so it requires no fine-tuning) during use,
k-NN is non-parametric, so the whole approach is entirely zero-shot.

In their follow-up studies (El Hajal et al., 2025a,b) the inventors demon-
strated that combining KNN-VC with rhythm conversion can improve the intel-
ligibility of dysarthric speech. In this setup, the source was a dysarthric speaker,
while the target was a healthy speaker, and rhythm conversion was followed by
kNN-based feature matching. Both methods operate using the same acoustic
feature representation, with waveform synthesis applied only once, at the end.

As described in Section 6, the pre-matched vocoder was employed for wave-
form synthesis, using the Szindbadd audio book’s reader as the target speaker
with volume normalization. Table 5 shows the results both for kNN-VC and
kNN-VC combined with rhythm conversion. A slight improvement was observed
in the severe dysarthria class by the MMS ASR. Otherwise, however, the error
rates increased for all other categories.

7.2 Zero-Shot Voice Conversion with Diffusion Transformers

The next examined zero-shot VC method is called Seed-VC (Liu, 2024). In trans-
forms the speech of an unseen source speaker so as to match the timbre of a ref-
erence speaker, while preserving linguistic content. According to the authors, "it
enhances timbre representation by employing a diffusion transformer that lever-
ages the full context of the reference utterance, enabling a precise capture of
fine-grained speaker characteristics". Furthermore, "an external timbre shifter
is applied during training to deliberately perturb the source speech’s timbre,
forcing the content extractor to learn robust, timbre-invariant representations of
linguistic information and thereby minimizing timbre leakage at inference time".

Here, we apply the pretrained Seed-VC model? to transfer the intended
speech information while converting the acoustic characteristics to match those

* https://github.com/Plachtaa/seed-vc
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of the target speaker. Here, we again used the Szindbad audiobook corpus as
samples for the target speaker. The pretrained Seed-VC model is built upon a
U-ViT diffusion transformer architecture (Bao et al., 2023). The authors applied
Whisper-Small (Radford et al., 2023) as the semantic encoder to extract linguis-
tic features from input speech, which were used as input to the U-ViT during
training. The training was performed on the Emilia-101k dataset (He et al.,
2024), which contains 101k hours of spontaneous speech data across six lan-
guages — though Hungarian was not among these. This framework also employs
a pretrained BigVGANV2 (Lee et al., 2023) vocoder for waveform synthesis.

Table 5 summarizes the results with voice conversion (sometimes in combina-
tion with rhythm adjustment). Seed-VC performed competitively with KNN-VC,
a method specifically proposed for dysarthric speech conversion. However, the
error rates overall remained higher than those for the original speech.

8 Discussion

We conclude that although the examined general-purpose speech processing tools
can be applied to dysarthric speech, any such development should take care of
the specialties of these signals. Even the fact alone that the input is Hungarian
introduces peculiarities that a system developed for English might not handle
well. Among others, such an observation was that CER provides critical insights
beyond WER in the case of Hungarian. For example, we saw cases where the
modified speech showed an improved average WER, but this was not accompa-
nied by a corresponding decrease in average CER. The improvement in WER
indicates that some previously mis-recognized words was finally hit — necessarily
implying a reduction in character errors for those specific words as well. How-
ever, for some other words the character-level error count might have increased,
leading to an overall stagnation or even degradation of the average CER.

As regards dysarthric speech, we were surprised to see how quickly the ASR
performance degraded with the severity of dysarthria. Upon a closer inspection,
we found that the high WER is mostly caused by insertion errors — due to
the slowness of dysarthric speech that general-purpose ASR systems may not
handle well, as simply they were not trained with such a data. A similar problem
is the case of stuttering pronunciation, or when the speaker performs sound
substitution — putting an existing sound in place of another that (s)he cannot
produce. The application of ASR tools presumes that the transcript reflects what
should have been said instead of what was actually said. This is a special design
question that needs the contribution of a speech-language therapist.

Ideally, voice conversion of dysarthric speech should not only enhance clarity
but also reduce speech duration, compensating for the common slow articulation.
While the best-performing syllable-based (global) rhythm converter reduced the
overall duration of severe dysarthric speech by 28%, kNN-VC reduced it by only
6%, and Seed-VC by just 3%. Thus, these two VC methods offered negligible
benefits in terms of tempo reconstruction. That is, while both methods do al-
ter the speaker’s vocal quality, they barely modify their prosodic properties like
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Fig.1: Spectrograms for the word ‘tartotta’. The pronunciation variants:
a) healthy b) dysarthric ¢) the dysarthric recording processed by Urhythmic.

timing and rhythm. This behavior perhaps can be expected for kNN-VC, as it
operates as a local, frame-level algorithm with no explicit modeling of global
temporal structure. However, Seed-VC, which is based on a transformer archi-
tecture and thus theoretically capable of capturing long-range dependencies, also
failed to produce reasonable tempo adjustments. A direct rhythm transforma-
tion should be robust; however, its fine-grained variant failed to outperform the
simpler global approach. This suggests that the underlying segmentation pro-
cess fails — particularly for Hungarian. Methods such as peak-to-peak syllable
detection or sonorant-obstruent classification, which were developed for English,
may not transfer well to Hungarian.

We argue that effective rhythm normalization would be essential -— not
only to mitigate insertion errors in ASR, but also to enhance the intelligibility
of dysarthric speech. While the evaluated VC method variants are zero-shot,
they both incorporate modules that may be language-specific in their design. As
a demonstration of language-specific behavior, let us examine an example that
combines kNN-VC with the global syllable-based rhythm transformation.

Fig. 1 shows spectrograms of the word ’tartotta’ ([tartot:a]), from a speaker
from whom we fortunately had pre-illness recordings as well. The image first
shows the healthy recording from the speaker, while the second one is the same
word with a dysarthric pronounciation. This recording is clearly much longer,
but let us focus on the [t|] and [t:] pairs. While originally the duration of the
latter was more than twice of the former, after dysarthria this contrast became
much smaller. The third spectrogram shows the output after applying kNN-VC
with global rhythm transformation. While the speech became much ‘faster’, the
word is still longer than in the first case. Even worse, the contrast between the
short and long variants of [t] did not improve at all. We think that this is a great
example of such special properties of Hungarian that would require dedicated
attention, as a tool developed for English would never handle such an issue
without adjustment. Hence, in future work, we intend to further refine these
approaches by adapting them specifically to Hungarian (dysarthric) speech.
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Abstract. This paper investigates the feasibility of detecting face mask
usage and coverage area from speech signals using deep speaker embed-
dings. We evaluate the performance of three pre-trained speaker em-
bedding models: X-vector, ECAPA-TDNN, and ResNet-TDNN on the
MASCFLICHT corpus, a publicly available dataset designed for auto-
matic mask classification tasks. The classification is carried out using
three common back-end classifiers: logistic regression, multilayer percep-
tron, and linear support vector machines. Experiments are conducted
across three tasks: face mask type classification, mask coverage area
classification, and a combined task involving both. Results show that X-
vector consistently outperforms other embeddings, achieving the highest
unweighted average recall (UAR) in most settings. In contrast, ECAPA-
TDNN exhibits lower performance across tasks. While prototypical en-
coders with feature transformations achieve strong results in isolated
tasks, they generalize poorly to combined conditions. These findings in-
dicate that speaker embeddings, particularly X-vector, can effectively
capture mask-induced spectral variations in speech and serve as robust
features for mask detection tasks.

keywords: face mask , deep speaker embedding , machine learning, clas-
sification

1 Introduction

Artificial intelligence (AI) tools, especially deep learning models, have achieved
significant progress in speech-related tasks such as automatic speech recogni-
tion(Yu et al. 2016; Mihajlik et al. 2024), speaker verification (Abed et al. 2024),
and emotion recognition (Chowdhury et al. 2025; Abed et al. 2023). These sys-
tems can capture subtle acoustic variations that are difficult for human listeners
to detect, enabling applications such as identifying respiratory conditions, de-
tecting stress, or estimating recording environments from speech alone.

One challenging application is detecting whether a speaker is wearing a face
mask and, if so, identifying the mask type (Mallol-Ragolta, Spiesberger, et al.
2024). Face masks introduce acoustic changes by attenuating higher frequencies,

* Corresponding author
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altering formant structures, and reducing speech amplitude (Shekaraiah et al.
2024). However, these changes are often subtle and vary across speakers, speak-
ing styles, and environments, making automatic detection difficult (Fiorella et al.
2023). The problem becomes more complex when distinguishing between mask
types such as surgical and filtering face-piece (FFP2) masks, which differ in ma-
terial, fit, and acoustic impact. Even advanced deep learning models can struggle
to consistently discriminate these variations due to their small magnitude and
overlap with natural speech variability.

In forensic voice comparison, this challenge has practical implications. The
reliability of speaker classification depends on matching the conditions between
questioned and known samples. A mismatch caused by mask usage can degrade
system accuracy and influence evidential weight. Detecting the presence and type
of mask before performing speaker comparison allows for condition matching,
compensation, or case flagging, reducing the risk of misclassification.

Several studies have investigated face mask classification using facial im-
ages and acoustic signals, applying different artificial intelligence (AI) tech-
niques (Habib et al. 2022; Su et al. 2022). During the COVID-19 pandemic,
researchers also examined the effect of face masks on speaker verification, with a
focus on forensic voice comparison. Mallol-Ragolta et al. (Mallol-Ragolta, Spies-
berger, et al. 2024) studied face mask type and coverage area recognition from
speech using the MASCFLICHT corpus, combining formant-related features,
spectrograms, and enriched spectrograms with overlaid formant traces in proto-
typical networks. Similarly, in (Markitantov et al. 2022), the authors presented
the BRAVE-MASKS corpus, a multimodal database of Russian speakers, and de-
veloped audio, visual, and audio-visual systems for mask type recognition using
deep neural networks and transfer learning.

This topic has gained strong attention in forensic voice comparison, since
protective masks act as voice filters and may compromise the reliability of foren-
sic analyses. In (Saraiva et al. 2024) the authors analyzed the effect of surgi-
cal and FFP2 masks on acoustic-phonetic parameters across several languages,
showing that masks can alter fundamental frequency, intensity, jitter, shimmer,
and harmonics-to-noise ratio depending on mask type, language, and sex. Fe-
jes et al. (Fejes et al. 2024) extended this work to forensic automatic speaker
recognition systems using the Forensic Multilingual Voices Database (FMVD),
reporting performance degradation with both surgical and FFP2 masks, with
variation across languages and genders. Earlier studies also contributed to this
line of research: Fiorella et al. (Fiorella et al. 2023) found that wearing surgi-
cal masks generally did not significantly change acoustic parameters but could
reduce vocal intensity in some speakers. Taken together, these studies highlight
that the presence of face masks is a critical factor for forensic voice comparison,
motivating the development of both acoustic-phonetic and automatic approaches
that can reliably handle such conditions.

This study investigates face mask classification from speech, focusing on both
mask type and coverage area. We utilise the Mask Augsburg Speech Corpus
using FFP2 and surgical masks with the Airways Covered Halfway and Com-
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pletely (MASCFLICHT) (Mallol-Ragolta, Urbach, et al. 2023). These conditions
enable the joint classification of mask presence, type, and coverage area. We
employ three deep speaker embedding approaches: X-vector (Snyder, Garcia-
Romero, Sell, et al. 2018; Snyder, Garcia-Romero, Povey, et al. 2017), ECAPA-
TDNN (Desplanques et al. 2020), and ResNet-TDNN (Villalba et al. 2020) com-
bined with machine learning classifiers, including multilayer perceptron (MLP),
linear support vector classifier (SVC), and logistic regression (LR). The objective
is to evaluate whether speech-based systems can reliably detect mask presence,
type, and coverage area despite subtle acoustic differences, and to assess the
potential of such detection as a pre-processing step in forensic voice comparison
and other speech-processing applications.

The paper is organized as follows, Section 2 describes the methodology, in-
cluding details on the dataset and applied machine learning models. Section 3
reports the performance outcomes across models and evaluation measures. Sec-
tion 4 offers a detailed discussion of the results and their significance. Section 5
closes the paper with concluding remarks and possible directions for future re-
search.

2 Materials and Methods

The proposed methodology follows the workflow illustrated in Figure 1. Speech
signals from the MASCFLICHT dataset are initially processed using pre-trained
speaker embedding models to extract distinct feature vectors. Three embed-
ding architectures are evaluated: X-vector, ECAPA-TDNN, and ResNet-TDNN.
These features are then fed into backend classifiers, including logistic regression
(LR), multilayer perceptron (MLP), and linear support vector classifier (SVC).
The classifiers are trained for three classification tasks: face mask types classifi-
cation, detecting coverage areas, and a combined task that integrates both type
and coverage face mask classification.

Features extraction

"""""""""""" Face Mask Type

_ ' Classification
=
MASCFLIGHT ECAPATDNN | L »/Backend Classifier ,| Coverag Area
Dataset Classification
ResNet-TDNN Combind task
(Face mask type and
T . Coverage area)

Fig. 1: Face mask classification workflow in the current study
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2.1 Dataset

This study utilises the Mask Augsburg Speech Corpus using FFP2 and surgical
masks with the Airways Covered Halfway and completely (MASCFLICHT) (Mallol-
Ragolta, Urbach, et al. 2023), a publicly released dataset developed for automatic
face mask type and coverage area recognition from speech. The corpus comprises

2 hours, 27 minutes, and 55 seconds of audio recorded from 30 native German
speakers (15 female, 15 male), aged between 19 and 55. Recordings were con-
ducted in a quiet environment using the built in microphone of a Xiaomi Mi 10
smartphone, with consistent speaker to microphone distance. Speech was col-
lected under five mask-related conditions:

— NM (No Mask): No face covering

— SP (Surgical Partial): Surgical mask covering only the mouth
— ST (Surgical Total): Surgical mask covering mouth and nose
FP (FFP2 Partial): FFP2 mask covering only the mouth

— FT (FFP2 Total): FFP2 mask covering mouth and nose

Participants completed two types of speech tasks under all conditions: a free
speech task involving picture description and a guided speech task consisting
of reading phonetically balanced German sentences from the PD1 corpus. Five
distinct picture sets and five sentence lists were rotated to ensure variability
across participants and conditions. Preprocessing and data partitioning proce-
dures were conducted by the dataset authors as described in (Mallol-Ragolta,
Urbach, et al. 2023). The corpus is provided with a speaker-independent split
into training, development, and test sets, balanced for gender and classification
difficulty. The final partitioning includes: 18 speakers (9 female, 9 male) in the
training set, 6 speakers (3 female, 3 male) in the development set, and 6 speakers
(3 female, 3 male) in the test set.

The resulting dataset contains a total of 8,875 one-second speech segments, ap-
proximately evenly distributed across the five mask conditions. Figure 2 shows
the Complete distribution of female and male 1-second audio samples in the
MASCFLICHT corpus across training, development, and test partitions for each
recording condition.

2.2 Deep Speaker Embedding Models

This study utilizes three advanced deep learning models to derive speaker em-
beddings from speech data: X-vector, ECAPA-TDNN, and ResNet-TDNN.

X-vector The X-vector model® is based on a Time Delay Neural Network
(TDNN), originally introduced by Snyder et al. (Snyder, Garcia-Romero, Povey,
et al. 2017), and designed to produce fixed-size speaker embeddings from variable-
length audio. It includes five frame-level TDNN layers, where the first three layers
handle short temporal contexts, and the last two capture broader segment-level

! https://huggingface.co/speechbrain/spkrec-xvect-voxceleb
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Fig. 2: Complete distribution of female and male 1-second audio samples in the
MASCFLICHT corpus across training, development, and test partitions for each
recording condition. Conditions include: NM (No Mask), SP (Surgical Partial —
mouth only), ST (Surgical Total — mouth and nose), FP (FFP2 Partial — mouth
only), and FT (FFP2 Total — mouth and nose).

information. Following these, a statistics pooling layer computes the mean and
standard deviation of frame-level outputs, forming a fixed-length vector. This
is followed by two fully connected layers, each with 512 units. The resulting
512-dimensional vector serves as the speaker embedding. The model consists of
approximately 4.2 million parameters. We used a pre-trained version trained
on VoxCelebl and VoxCeleb2, as described in (Snyder, Garcia-Romero, Sell, et
al. 2018), and available via the SpeechBrain toolkit (Ravanelli et al. 2021). The
model takes 24 mel-frequency band energies as input and outputs robust speaker
embeddings suitable for classification tasks.

ECAPA-TDNN The ECAPA-TDNN model? (Desplanques et al. 2020) builds
upon the X-vector TDNN structure with enhancements aimed at boosting em-
bedding quality. These include channel-aware attention mechanisms, SE-Res2Blocks
for modeling inter-channel relationships, and multi-layer feature aggregation.
These additions allow the model to better capture both local and global infor-
mation while improving resilience to noise and input variability. We employed

a pre-trained version with 22.3 million parameters, available on Hugging Face.
The model uses 80 mel-frequency bands as input and produces 192-dimensional
embeddings.

ResNet-TDNN The ResNet-TDNN model® (Villalba et al. 2020) integrates
Residual Network (ResNet) layers with TDNN components. This combination

2 https://huggingface.co/speechbrain/spkrec-ecapa-voxceleb
3 https://huggingface.co/speechbrain/spkrec-resnet-voxceleb
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helps capture both short-term and long-term speech features. The model pro-
cesses 80-band mel-spectrograms and outputs 256-dimensional speaker embed-
dings. The version used in our experiments was pre-trained on VoxCelebl and
VoxCeleb2 and made available by the SpeechBrain project. It provides an effec-
tive balance between complexity and performance for speaker verification.

2.3 Machine learning models

To evaluate the effectiveness of speaker embeddings for face mask classification,
three supervised machine learning models were employed: Logistic Regression
(LR), Multi-Layer Perceptron (MLP), and Support Vector Classifier (SVC). All
models were trained on embeddings extracted from the speech data, with the task
of predicting face mask coverage area, face mask type, and the joint classifica-
tion of coverage area and face mask type. Prior to training, the embeddings were
normalized using Min—Max scaling to rescale each feature into the [0, 1] interval,
ensuring stable optimization across classifiers. The Logistic Regression model
was configured in the multinomial setting to handle multi-class classification.
The 1bfgs solver was selected due to its efficiency with medium-sized datasets
and good convergence properties, while the maximum number of iterations was
set to 1000 to guarantee stability. A fixed random seed (42) was applied for re-
producibility. This model serves as a linear baseline for performance comparison.
To capture non-linear relationships in the embeddings, a Multi-Layer Perceptron
(MLP) was implemented using two hidden layers with 256 and 128 neurons, re-
spectively, each activated by the Rectified Linear Unit (ReLU) function. Training
was performed with the Adam optimizer for up to 1000 iterations, balancing effi-
ciency and generalization while avoiding overfitting. A Support Vector Classifier
(SVC) with a linear kernel was also applied. The linear kernel was chosen due
to the high-dimensional nature of z-vector embeddings, where linear separation
often provides competitive results with lower computational cost compared to
non-linear kernels. Probability estimates were enabled to facilitate probabilistic
evaluation of predictions, and a fixed random seed ensured reproducibility.

2.4 Evaluations metrics

For the face mask type classification task, Unweighted Average Recall (UAR) was
used as the primary evaluation metric. This metric accounts for class imbalance
by computing the average recall across all classes. The confusion matrix was also
used to analyze misclassifications between mask categories (e.g., surgical, cloth,
N95). UAR is defined as follows:

C
1 TP,
UAR = 6;7:@2. N (1)

where C' is the number of classes, T'P; is the number of true positives for class 4
and F'N; is the number of false negatives for class 1.

206



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

3 Results

Table 1 presents the Unweighted Average Recall (UAR) for the face mask clas-
sification task. As baseline, results in (Mallol-Ragolta, Spiesberger, et al. 2024)
are included. On the test set, the X-vector combined with logistic regression out-
performed all other systems, achieving a UAR of 55.86%. Among the proposed
systems, both ResNet-TDNN and X-vector models consistently outperformed
ECAPA-TDNN across all evaluated classifiers.

The results for the coverage area classification task are shown in Table 2. The
highest UAR values for both development and test sets were obtained using the
X-vector model trained with logistic regression, with 57.32% and 54.80%, respec-
tively. ResNet-TDNN models also demonstrated competitive performance, espe-
cially when paired with linear SVC or logistic regression. In contrast, ECAPA-
TDNN based systems consistently yielded the lowest performance across all clas-
sifier combinations.

Table 1: Performance (UAR %) on the face mask classification task using differ-
ent feature sets and models.

Method Features Model Dev Test
(Mallol-Ragolta, Urbach, et al. 2023) eGeMAPS SVCrbf 49.2 49.3
(Mallol-Ragolta, Spiesberger, et al. 2024) S Proto.EncET 55.1 49.9
LR 53.75 50.42
Ours ResNet-TDNN MLP 54.30 51.68
SVC (Linear) 53.03 51.26
LR 45.27 49.12
Ours ECAPA-TDNN MLP 44.39 44.05
SVC (Linear) 45.19 47.08
LR 54.21 55.86
Ours X-vector MLP 51.51 51.37

SVC (Linear) 54.62 54.05

Table 3 summarizes the performance on the combined face mask and cov-
erage area classification task. This task appears to be more challenging, with
all systems showing lower UAR values compared to the individual classification
tasks. The ResNet model combined with logistic regression achieved the highest
UAR on the development set (40.93%), while the X-vector model with logistic
regression attained the highest test performance (41.58%). As observed in the
previous tasks, ECAPA-TDNN based systems continued to underperform rela-
tive to the other embedding methods. Overall, the results demonstrate that the
X-vector embedding, particularly when paired with logistic regression, provides
the most robust performance across all classification tasks. The ECAPA-TDNN
embedding was consistently the least effective. While prior approaches such as
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Table 2: Performance (UAR %) on the coverage area classification task using

different feature sets and models.

Method Features Model Dev Test
(Mallol-Ragolta, Urbach, et al. 2023) eGeMAPS NNC 53.8 47.8
(Mallol-Ragolta, Spiesberger, et al. 2024) S @ FC @ FB  Proto.Enciiy pr 50.4  45.0
LR 51.87 53.89
Ours ResNet-TDNN MLP 50.17 50.56
SVC (Linear)  52.39 52.25
LR 46.65 49.63
Ours ECAPA-TDNN MLP 47.82 49.31
SVC (Linear) 47.06 49.44
LR 57.32 54.80
Ours X-vector MLP 54.51 53.13
SVC (Linear) 57.22 54.31

Table 3: Performance (UAR %) on the face mask and coverage area classification
task using different feature sets and models.

Method Features Model Dev Test
(Mallol-Ragolta, Urbach, et al. 2023) eGeMAPS NNC 31.90 35.00
(Mallol-Ragolta, Spiesberger, et al. 2024) S Proto.CIFS 36.00 31.60
LR 40.93 37.04
Ours ResNet-TDNN MLP 39.19 40.16
SVC (Linear) 37.60 39.11
LR 34.96 34.42
Ours ECAPA-TDNN MLP 34.72 31.30
SVC (Linear) 34.60 33.55
LR 38.36 41.58
Ours X-vector MLP 37.70 40.51

SVC (Linear) 38.06 40.85
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prototypical encoders with feature transformations showed strong results on spe-
cific tasks, they did not generalize as well across all conditions.
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Fig. 3: Confusion matrices of the best-performing models (X-vector and LR) on
the validation set for (a) face mask type and coverage area recognition, (b) face
mask type recognition, and (c) face mask type and coverage area recognition.

As illustrated in Figure 3, the confusion matrices summarize the best classi-
fication performance obtained with X-vector embeddings and logistic regression
across the three tasks. Panel (a) presents the results for face mask coverage area,
panel (b) shows mask type classification, and panel (c) depicts the combined task.
Compared to other embedding approaches, this setup provides better recognition
of mask type and coverage. Surgical and FFP2 masks are generally separated
more effectively, while most errors arise in distinguishing partial from total cov-
erage within the same mask type (e.g., SP vs. ST, FP vs. FT). These outcomes
suggest that embeddings capture material-related differences more consistently
than coverage differences, highlighting the need for refined modeling to improve
coverage detection.
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4 Discussion

The experimental results across the three classification tasks highlight consistent
trends in the performance of different speaker embedding models and classifiers.

First, the X-vector embedding demonstrated the most reliable performance
overall. When paired with logistic regression, it achieved the highest UAR val-
ues on both the mask and coverage area tasks, as well as on the combined task.
This suggests that X-vector embeddings, originally designed for speaker verifica-
tion, provide a robust feature representation that transfers effectively to related
classification problems. Logistic regression also proved to be a strong and stable
classifier in this context, likely because of its ability to handle high-dimensional
embeddings without overfitting.

Second, ResNet-TDNN models also produced competitive outcomes, partic-
ularly on the coverage area task. Their performance with linear SVC and logistic
regression indicates that convolutional and time-delay architectures can extract
meaningful representations for classification tasks of this type. However, com-
pared to X-vectors, their performance was slightly less consistent across datasets
and tasks.

Third, ECAPA-TDNN embeddings consistently underperformed relative to
both X-vector and ResNet-TDNN. This result is notable because ECAPA-TDNN
models often achieve state-of-the-art performance in speaker verification tasks.
The weaker performance observed here suggests that the fine-grained channel
attention mechanisms in ECAPA-TDNN may not generalize well to face mask
and coverage area classification tasks, possibly due to differences in acoustic
variability and task-specific feature requirements.

Another important observation is that the combined face mask and coverage
area classification task proved more challenging than the individual tasks. Across
all models, UAR values dropped, indicating that learning to jointly classify both
attributes increases task complexity. This performance decline highlights the
difficulty of multi-attribute classification using current embeddings and suggests
that specialized multi-task learning approaches may be required to improve gen-
eralization.

Finally, while prior approaches based on prototypical encoders with feature
transformation modules achieved strong results on individual tasks, their effec-
tiveness did not extend to broader conditions. In contrast, the X-vector em-
bedding showed more stable performance across all experimental setups. This
finding emphasizes the value of embedding generalization and the importance of
selecting models that balance task-specific accuracy with robustness.

Overall, the study demonstrates that embedding choice and classifier pair-
ing strongly influence performance. X-vector embeddings combined with logistic
regression offer the most balanced and reliable results, while ECAPA-TDNN
embeddings require further investigation to understand their limitations in this
classification setting
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5 Conclusion

This study explored the use of deep speaker embeddings for face mask detection
from speech, focusing on mask type, coverage area, and their combination. Exper-
iments were performed using the MASCFLICHT corpus, with X-vector, ECAPA-
TDNN, and ResNet-TDNN models as feature extractors. Results demonstrated
that X-vector embeddings consistently outperform other approaches across all
tasks and classifiers, with logistic regression providing the most stable back-end
performance. The ECAPA-TDNN model showed limited utility in this context,
underperforming in all evaluated scenarios. While prototypical encoder models
from prior work yielded competitive results in individual classification tasks,
they did not generalize well to more complex, joint classification tasks. These
results suggest that speech-based mask detection is feasible using speaker em-
beddings, particularly X-vectors. Future work will focus on fine-tuning speaker
embeddings on mask-related data to capture subtle acoustic changes more effec-
tively. Multi-task learning will also be explored, training mask type and coverage
detection jointly with related tasks such as speaker verification to improve gen-
eralization. Domain adaptation and temporal modeling will be considered to
enhance robustness under real-world conditions.
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A férfi és né6i nyelvhasznalat jellegzetességei a
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Kivonat Ebben a cikkben feltérképezziik a nék és férfiak nyelvhaszna-
latanak jellegzetességeit egy nagyméretd, spontdn beszédet tartalmazd
adatbazis segitségével. A StaffTalk korpuszban kézzel vannak annotél-
va kiilonféle pragmatikai és szemantikai informacidk, melyeket szintén
gbres6 ala vesziink a nemek kozti nyelvhasznalati kiilonbségek felderité-
se céljabol. Eredményeink alapjan kijelenthetjiik, hogy vannak szignifi-
kéns kiilonbségek a férfi-ndi nyelvhasznélat terén, ugyanakkor az egyéni
nyelvhasznalat szerepe sem hanyagolhat6 el: a nék példaul bonyolultabb
mondatszerkesztést alkalmaznak &altalaban, mig a férfiak t6bb indulat-
szot hasznalnak.

Kulcsszavak: férfi-néi nyelvhasznalat, pragmatika, szemantika, spontan
beszéd

1. Bevezetés

A szociolingvisztikdban mar régota kutatott teriilet a nemek kozti kiilonbségek
a nyelvhasznélatban (Labov, 1972). Eleinte a szociolingvisztika interji médszer-
tanat hasznalva éallapitottak meg eltéréseket a két nem nyelvhasznalataban (lasd
pl. Lakoff (1975) és Trudgill (1972)). Ezek alapjan a nék tobbet beszélnek, nyel-
viik finomkodd, udvarias, kommunikéciéjukra a bizonytalanséag jellemzs (Milroy
és Milroy, 1992). A magyarra is szamos szociolingvisztikai fokuszu kutatas sziile-
tett (Huszar, 2009), korpusznyelvészeti alapokon azonban kevéssé vizsgaltik meg
a kérdést a magyar nyelv vonatkozasédban, hiszen viszonylag kevés felhasznélhaté
korpusz &ll rendelkezésre a téméaban.

Ebben a munkiban a nék és férfiak nyelvhasznalatanak jellegzetességeit vizs-
galjuk egy nagyméretti, spontan beszédet tartalmazo adatbazis, a StaffTalk (Sza-
bo és mtsai, 2021) segitségével. AlapvetGen az alabbi kutatasi kérdésekre keressiik
a valaszt:

— Vannak-e érdemi /szignifikans kiilonbségek a néi-férfi nyelvhasznalat kézott?
— Mennyire erds az egyének idiolektusdnak hatésa?
— Milyen egyéni és csoportos jellegzetességek mutathatok ki az adatok alapjan?

A cikkben el6szor réviden ismertetjiik a szakirodalmi hatteret, majd a Staff-
Talk korpuszt mutatjuk be tomoéren. Ezutan ratériink vizsgalatunkra, mely soran
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kitériink morfologiai, szintaktikai, szemantikai és pragmatikai kiilonbségekre is.
A cikket egy Osszefoglaldval és kitekintéssel zarjuk.

2. Kapcsol6dé irodalom

A nok és férfiak nyelvhasznélata kozti eltéréseket régota vizsgaljak sokféle szem-
pontbdl, tobbek kozott fonetikai és szociolingvisztikai kutatasok sokasaga foglal-
kozik a kérdéssel (Huszar, 2009).

Angol nyelvre példaul Newman és mtsai (2008) irott szévegben vizsgalta rész-
letesen a férfiakra és ngkre jellemz§ sajatsagokat. Azt taldltak, hogy a ndk tobb
névmast és pszicholégiai igét, valamint tobb tagadast hasznalnak, ugyanakkor a
ferfiak altalaban hosszabb szavakat, tobb névelSt és prepoziciot, valamint tobb
indulatszot hasznélnak. Az udvariassagi stratégiak eltérs hasznalatait pedig t&b-
bek kozott Holmes (1995) targyalja részletesen.

A magyar nyelv vonatkozasaban is a férfi és n6i nyelvhasznalat kiilonbségei-
re mar tobb munka is felhivta a figyelmet. Huszar Agnes atfogo elemzést nyujt
a téméarol (Huszar, 2009), illetve emellett szamos kutatas fokuszal egy-egy ki-
sebb problémakorre (Huszar, 2013). Példaul, Porkolab (2017) blogbejegyzéseket
vizsgdal, ahol kitér a két nem nyelvhasznalati kiilonbségeire is, vagy egy maésik
tanulmany a ,nGies” munkahelyen dolgozé férfiak nyelvhasznélati sajatsagaira
vilagit ra (Kovécs és Siimegi, 2012). Huszar (2020) szintén a munkahelyi nyelv-
hasznalatot kutatja kommunikéciés szempontbol, hasonléan Schleicher (2003)
munkajahoz, Hahn (2008) pedig a munkahelyi levelezésre fokuszélva allapit meg
nemi kiilénbségeket.

A hazai spontanbeszéd-kutatasok eddig jobbéra a fonetikai, illetve akusztikus
sajatsagok elemzésére irdnyulnak (Deme és Marko, 2013). Az altalunk is hasznéalt
StaffTalk korpusz udvariassagi és bizonytalansagi annotaciéit ugyan részletesen
elemzi Vincze és mtsai (2021), azonban a nemek kozti Gsszevetésre nem terjed
ki. Kutatasunk tehat ijdonsagot képvisel ilyen téren.

3. Médszerek

A StaffTalk korpusz hanganyagat munkahelyi beszélgetések képezik (Szabo és mt-
sai, 2021). Egy kozépiskoldban 21 tanar vallalta, hogy a kollégaikkal folytatott
beszélgetéseiket néhény hétig okosora segitségével rogzitsék a kutatok. Ezen be-
szélgetéseket késébb nyelvészek leiratoztak, és a létrejott leiratokat szemantikai
és pragmatikai kategoriakkal annotaltidk. A felvételeket minGségi ellendrzésnek
vetették ala a korpusz készitGi, a rosszul hallhato, talsadgosan zajos felvételeket
nem dolgoztak fel, valamint az esetlegesen t6bbszor is rogzitett beszélgetéseket
igyekeztek kisztirni. A korpusz végss valtozata igy 0sszesen 105 6ranyi hanganya-
got tartalmaz.

Mivel a korpuszban meg vannak jeldlve a beszélék és a beszélGvaltésok is,
lehetGségiink volt beszélgk szerint feldarabolni az anyagot. Az igy beszélGkre
bontott anyag képezi jelen cikk vizsgalatanak targyat. Osszesen 6 férfi és 15 n6
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beszédanyagét elemezziik a tovabbiakban. Az egyes beszélgk neveit adatvédelmi
okok miatt lecseréltiik, igy senki sem szerepel beazonosithatéan a példdkban.
A férfiak és ndk nyelvhasznalatinak kiillonbségét tobb szemszdghdl is vizsgal-
tuk. Ehhez lefuttattuk a magyarlanc elemz6t (Zsibrita és mtsai, 2013) a szdveges
atiratokon, igy megkapva a morfolégiai és szintaktikai elemzéseket. Az adatok és
a korpuszhoz tartozé annotaciok alapjan lehet&ségiink nyilt az alabbiak vizsga-

latara:

— sz6- és mondatszam,;

— szofaji eloszlasok;

— szintaktikai viszonyok eloszlasa;
udvariassagi stratégiak;

— bizonytalansigjelz6 elemek.

A kovetkezSkben ezeket az eredményeket mutatjuk be.

4. Eredmények

Az alabbiakban bemutatjuk a beszélkre bontott korpusz statisztikait, adatait
és azok részletes elemzését.

4.1. Sz6- és mondatszam

A korpusz Gsszesen 53 903 mondatot és 647 504 tokent, illetve 468 250 szot
(irdsjelek nélkiil) tartalmaz. Ebb&l 22 292 mondatot és 194 563 szot a férfiak
produkaltak, mig 31 611 mondatot és 273 687 szt a nék. Feltling azonban, hogy
nem egyenletes a beszélénkénti beszédmennyiség eloszlasa, amit jol szemléltet
az 1. tablazat és az 1. dbra.! Az eltérd beszédmennyiségbdl levonhaté kivetkez-
tetések pontossagat emiatt statisztikai tesztekkel szeretnénk igazolni.

Amint a fentiek mutatjak, a korpusz sajatsdgos Osszetételd: egyetlen beszé-
16t61, Ivantol szarmazik a korpusz koriilbeliil 1/3 része. O valészintileg kézponti
szerepet tolthet be a munkahelyi kdzdsség életében, mivel sok parbeszédben részt
vett, és igen kommunikativ. Feltiing az is, hogy 7 beszéls felelGs a korpusz mére-
tének tObb mint 70%-aért, azaz a beszél6k harmadatoél szarmazik a beszélt nyelvi
adatok tobb mint kétharmada.

Ami a nemi kiilonbségeket illeti, a n6i adatkozlsk beszélnek tobbet. Ez nem
meglepd, mivel jéval tobb a néi résztvevk aranya a korpuszban, viszont megjegy-
zendd, hogy Osszességében egy férfi (Ivan) beszél a legtobbet. Emiatt kérdéses,
hogy Ivan idiolektusa mennyire befolyasolja az adatokat. A tulaltalanositasok
elkeriilésére a kovetkezGkben vizsgéilati eredményeinket Ivan adataival és azok
nélkil is bemutatjuk, kiemelve ugyanakkor, hogy egy egyén nyelvhasznélata is
komoly befolyassal lehet a korpuszra.

! Megjegyezziik, hogy ismereteink szerint nem &ll rendelkezésre olyan, magyar nyelvi,
teljes mértékben spontan beszédet tartalmazo6 korpusz, ahol az egyes beszél6k kozel
azonos mennyiségid beszédet produkalnak. Ugyanakkor kérdéses, hogy egy teljesen
spontan kornyezetben rogzitett anyag esetében egyaltalan lehetséges-e ilyen elvaras-
nak megfelelni.
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1. tablazat. Szo6- és mondatszam beszélére bontva.

Beszéls ||Szoszam| % |[Mondatszam| % [Atlagos mondathossz
Ivan 155392 (33,19 17210 31,93 9,03
Maria 43495 19,29 4291 7,96 10,14
Agota 42177 9,01 4812 8,93 8,76
Eniks 31129 | 6,65 3770 6,99 8,26
Eva 26645 | 5,69 2683 4,98 9,93
David 22455 | 4,80 2868 5,32 7,83
Virag 21175 | 4,52 3047 5,65 6,95
Kinga 15812 | 3,38 1835 3,40 8,62
Gina 15411 | 3,29 1723 3,20 8,94
Adel 15312 | 3,27 1556 2,89 9,84
Karola 12954 | 2,77 1625 3,01 7,97
Timea 12210 |2,61 1519 2,82 8,04
Evelin 11895 | 2,54 1698 3,15 7,01
Abigél 11007 | 2,35 1205 2,24 9,13
Vendel 8516 | 1,82 1160 2,15 7,34
Zsanett 7747 | 1,65 1044 1,94 7,42
Renéata 6027 |1,29 763 1,42 7,90
Elemér 3464 | 0,74 406 0,75 8,53
Zoltan 2770 10,59 408 0,76 6,79
Lérinc 1966 | 0,42 240 0,45 8,19
Eszter 691 0,15 40 0,07 17,28
Osszesen|| 468250 | 100 53903 100 8,69
Feérfiak 194563 [41,55 22292 41,36 8,73
N6k 273687 (58,45 31611 58,64 8,66

4.2. Szofaji elemzések

A szofaji eloszlasokat a nemek viszonylataban a 2. tablazat mutatja be, mind
darabszam, mind az Osszes szOhoz viszonyitott szazalékos érték tekintetében. A
kiilonbségek statisztikailag szignifikdnsak (y2-proba, p < 0,05). Ez alapjan a nok
ardnyaiban szignifikinsan t6bb kotGszot hasznalnak, mint a férfiak (t-préba, p
< 0,05), illetve a ngk atirataiban tobb irasjelet taladlunk, mint a férfiakéban.
Ez utébbi azzal lehet Gsszefiiggésben, hogy a néknél magasabb a tagmondatok
szama, illetve az Gsszetett mondatok (egynél tobb tagmondatot tartalmazé mon-
datok) szama is magasabb. Mivel a tagmondatok kozé irasjelet tesziink irasban,
ez nem kifejezetten a spontan beszéd jellemzGje, ugyanakkor mégis ramutat ar-
ra, hogy a ngk valamivel bonyolultabb mondatszerkesztést alkalmaznak. Tovabbi
érdekesség az egyéni nyelvhasznélatban, hogy Ivan nélkiil vizsgalva a férfiakat,
nagyobb ardnyban hasznaljak az indulatszavakat, mint a nék.

4.3. Szintaktikai viszonyok

A 3. tablazat szemlélteti a fiiggGségi viszonyok eloszlasat a nemek viszonylata-
ban, szintén darabszam és az Osszes szOhoz viszonyitott arany szerint. A kiilénb-
ségek statisztikailag szignifikinsak (y2-préba, p < 0,05).
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2. tablazat. Szofaji eloszlasok.

N6 | Ffi |Ffi Ivan nélkiil||N6 %|Ffi %|Ffi Ivan nélkiil %
ADJ 13375( 9294 1843 4,89 | 4,78 4,71
ADP 873 | 624 112 0,32 | 0,32 0,29
ADV 39857(27367 5106 14,56 | 14,07 13,04
AUX 33 27 3 0,01 | 0,01 0,01
CONJ |[15754|10380 2035 5,76 | 5,34 5,20
DET 16057|11713 2092 5,87 | 6,02 5,34
INTJ 10759( 6915 2128 3,93 | 3,55 5,43
NOUN [|24767(18695 3555 9,05 | 9,61 9,08
NUM 3850 | 2561 486 1,41 | 1,32 1,24
PART 1345 | 963 178 0,49 | 0,49 0,45
PRON |[25906|18726 3351 9,47 | 9,62 8,55
PROPN|| 2910 | 2124 472 1,06 | 1,09 1,20
PUNCT||70062|49791 11353 25,60 | 25,59 28,98
SCONJ |[11435| 7645 1454 4,18 | 3,93 3,71
SYM 6 1 0 0,00 | 0,00 0,00
VERB [|35329(26928 4608 12,91 | 13,84 11,76
X 1369 | 809 395 0,50 | 0,42 1,01

Kiilénbséget mutat a mellérendel§ viszonyok hasznalata a két nem kozott:
a férfiaknal kevesebb a mellérendels kdtGszo, ugyanakkor tobb a mellérendelés.
Ha pedig a mondatszerkesztést vizsgaljuk, a férfiak tobb egyszerd mondatot
hasznalnak, mint a nék: a férfiak esetében a mondatok 67%-a egyszerti mondat,
a nok esetében 62%. Ez utobbi statisztikailag is szignifikans eltérés (t-proba, p
< 0,05).
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3. tablazat. Szintaktikai viszonyok eloszldsa a nemek kozott.

| | N6 | Ffi [Ffi Ivan nélkiil[NS %[Ffi %|Ffi Ivan nélkiil %)|

APPEND || 3450 | 2325 648 1,26 | 1,19 1,65
ATT 26819(18926 3500 9,80 | 9,73 8,94
CONJ 26464(17610 3356 9,67 | 9,05 8,57
COORD  ||14356(11267 2357 5,25 | 5,79 6,02
DAT 1906 | 1274 240 0,70 | 0,65 0,61
DEP 18 | 11 4 0,01 | 0,01 0,01
DET 17082(12443 2210 6,24 | 6,40 5,64
FROM 124 | 118 25 0,05 | 0,06 0,06
INF 3061 | 2130 356 1,12 | 1,09 0,91
LOCY 2274 | 1629 310 0,83 | 0,84 0,79
MODE 1872112857 2461 6,84 | 6,61 6,28
NE 314 | 149 35 0,11 | 0,08 0,09
NEG 6551 | 4155 867 2,39 | 2,14 2,21
NUM 70 | 64 19 0,03 | 0,03 0,05
OBJ 9217 | 6778 1182 3,37 | 3,48 3,02
OBL 8727 | 6918 1113 3,19 | 3,56 2,84
PRED 2125 | 1494 273 0,78 | 0,77 0,70
PREVERBI|| 4074 | 2879 447 1,49 | 1,48 1,14
PUNCT  ||69777|49642 11298 25,50 | 25,51 28,84
QUE 474 | 348 81 0,17 | 0,18 0,21
ROOT 31409(22118 5024 11,48 | 11,37 12,83
SUBJ 15089(11042 2017 5,51 | 5,68 5,15
TFROM || 150 | 123 21 0,05 | 0,06 0,05
TLOCY  [|10510| 7629 1208 3,84 | 3,92 3,08
TO 593 | 430 81 0,22 | 0,22 0,21
TTO 329 | 203 38 0,12 | 0,10 0,10

4.4. Udvariassagi viszonyok

A korpusz az alabbi udvariassagi kategoridkra van kézzel annotédlva (Vincze
és mtsai, 2021):

— Beszédaktusok:
e igéret / ajanlat (jovobeli pozitiv cselekedetre utalas)
e figyelmeztetés / fenyegetés (jovobeli negativ cselekedetre utalas)
e kérés / parancs / kivansag
e panasz / vad / kritika / sértés (negativ vélemény kifejezése negativ je-
lentéstartalmu szavakkal)
e dicséret / bok (pozitiv vélemeény kifejezése pozitiv jelentéstartalmu sza-
vakkal)
e bocsanatkérés
e koszonetnyilvanitas
— Reakciok:
o clfogadis / egyetértés
e visszautasitas / egyet nem értés
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e héritas
— Irénia:
e irénia (pozitiv jelentéstartalmu szavakkal kifejezett negativ tartalom)
e antiironia (negativ jelentéstartalmu szavakkal kifejezett pozitiv értékelés)
— Interakcids elemek:
e figyelem felhivasa (fontos vagy érdekes mondando jelzése a partner felé)
e iidvozlés / elkdszonés

Az udvariassagi viszonyokat egyénre lebontva a 4-6. tablazat szemlélteti, ne-
mekre lebontva pedig a 7. tablazat. A nemek kozti kiilonbségek szignifikdnsak
(x2-préba, p < 0,05).

4. tablazat. Udvariassagi viszonyok eloszlasa egyénenként 1.

lTipus "Ivén‘Dévid‘Elemér‘Lﬁrinc‘Vendel‘Zoltén‘Agota‘
elfogadas/egyetértés|| 2408| 625 48 29 257 30 638
antiirénia 8

bocsanatkérés 205 | 42 15 3 9 6 36
figyelem felhivasa 512 | 22 20 4 11 8 106
haritas 86 12 5 1 2 6 13
panasz/vad/kritika || 845 | 69 25 8 29 14 311
dicséret /bok 251 | 23 7 7 14 9 104
idvozlés/elkoszonés || 375 49 4 1 14 16 49
ironia 177 7 4 5 2 3 15
igéret/ajanlat 538 | 60 10 2 20 9 73
visszautasitas 217 | 54 10 7 20 13 70
kérés/parancs 513 | 45 9 10 17 13 123
koszonetnyilvanitas || 206 | 38 8 3 9 7 43
figyelmeztetés 48 5 2 6 7 12

Az adatok azt mutatjik, hogy az egyetértés a leggyakoribb kategéria mind-
két nem esetén. Ez nem meglepd, hiszen egy munkahelyi kollektiva tagjai be-
szélgetnek egymaéssal, igy a kozos munka érdekében fontos az egyilittmikddés a
partnerekkel, kollégakkal. Azt is lathatjuk, hogy a férfiaknal gyakoribb az tidvoz-
lés/elkoszonés, illetve a figyelem felhivasa. Ez utobbi féleg Ivannak koszonhetd,
az 6 egyéni nyelvhasznalataban gyakori ez a beszédaktus (az Gsszes ilyen katego-
ria 43%-a kéthets a nevéhez). A nék t6bb bokot és dicséretet alkalmaznak, mint
a férfiak, ez is a pozitiv udvariassig része, mely a kozosséget, Osszetartozést ers-
siti a csoporttagok kozott. Az iréniarél pedig elmondhato, hogy nagy aranyban
Ivan alkalmazza, az Gsszes ironikus megjegyzés fele t6le szarmazik a korpuszban.
Ugyanez igaz az antiironiara is.

4.5. Nyelvi bizonytalansag

A nyelvi bizonytalansag annotécidja az alabbiakban foglalhat6 ssze (v6. Vincze
és mtsai (2021); Vincze (2014)):

221



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

5. tablazat. Udvariassagi viszonyok eloszlasa egyénenként 2.

lTipus HAbigél‘Adél‘Eszter‘Enikﬁ‘Gina‘Eva‘
elfogadas/egyetértés|| 123 | 275 12 599 | 281 | 735
antiirénia 1 1 3
bocsanatkérés 10 23 60 10 | 24
figyelem felhivasa 63 22 58 21 | 54
haritas 8 3 24 8 7
panasz/vad/kritika 59 44 1 260 | 93 | 93
dicséret /bok 20 15 115 | 33 |18
iidvozlés/elkdszonés 7 17 1 23 17 | 44
irénia 15 20 1 15 17 | 5
igéret/ajanlat 38 20 132 | 58 |91
visszautasitas 28 40 3 127 | 63 |108
kérés/parancs 23 41 1 123 | 52 |117
koszonetnyilvanitas 10 13 2 45 14 | 54
figyelmeztetés 4 4 11 7 4

6. tablazat. Udvariassagi viszonyok eloszlasa egyénenként 3.

lTipus “Kinga[Karola[Evelin[Méria[Renéta[Timea[Virég Zsanett
elfogadas/egyetértés| 289 271 329 706 151 367 455 203
antiirénia 1 3 1 1 1
bocsanatkérés 12 13 8 46 7 11 26 2
figyelem felhivasa 28 40 35 114 9 14 30 15
haritas 4 5 7 17 2 4 13 3
panasz/vad/kritika 91 25 31 546 26 65 89 12
dicséret/bok 52 16 15 184 11 18 98 8
idvozles/elkoszonés | 20 42 9 39 5 15 86 15
irénia 2 8 1 27 12 9 6 2
igéret/ajanlat 62 43 25 51 29 55 70 18
visszautasitéas 64 68 45 120 21 56 43 22
kérés/parancs 56 59 18 60 15 46 74 28
koszonetnyilvanitas 10 16 4 23 9 15 41 6
figyelmeztetés 10 1 1 6 3 6 7 2

— Szemantikus bizonytalansag:
e episztemikus: a vilagtudasunk alapjan nem tudjuk eldonteni, hogy igaz-e
vagy hamis az éllitas (taldn, valdszinileg, lehetséges)
e doxasztikus: hiedelmek, vélemény kifejezése (hisz, gondol, vél, szerint)
o feltételes: egy adott feltételhez kotott az allitas igazsagértéke (ha... ak-
kor)
e vizsgalat: pl. kutatasi kérdés egy tudomanyos cikkben (megvizsgdl, ele-
mez)
— Diskurzusszinti bizonytalanséig:
e weasel: bizonytalan informéacioforras vagy szerepld a cselekvésben (valaki,
egyesek)
e hedge: mennyiségek vagy mingségek homaélyos jelolése (sok, gyakori)
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7. tablazat. Udvariassagi viszonyok eloszlasa a nemek kozott.

| [ N6 | Ffi [Ffi Ivan nélkiil[Ns %[Ffi %[Ffi Ivan nélkiil %

elfogadas / 5434(3397 989 44,11 | 41,24 53,49
egyetértés

panasz / vad / 1746| 990 145 14,17 | 12,02 7,84
kritika / sértés

visszautasitas / 878 | 321 104 7,13 | 3,90 5,62
egyet nem értés

kérés / parancs / 836 | 607 94 6,79 | 7,37 5,08
kivansag

igéret/ajanlat 765 | 639 101 6,21 | 7,76 5,46
dicséret/bok 707 | 311 60 5,74 | 3,78 3,24
figyelem felhivasa || 609 | 577 65 494 | 7,00 3,52
idvozlés / 389 | 459 84 3,16 | 5,57 4,54
elkoszonés

koszonetnyilvanitas|| 305 | 271 65 2,48 | 3,29 3,52
bocsanatkérés 288 | 280 75 2,34 | 3,40 4,06
ir6nia 155 | 198 21 1,26 | 2,40 1,14
haritas 118|112 26 0,96 | 1,36 1,41
figyelmeztetés / 78 | 68 20 0,63 | 0,83 1,08
fenyegetés

antiironia 12 | 8 0 0,10 | 0,10 0,00

e peacock: bizonyit(hat)atlan allitas vagy tulzas (gydnydriszép, botranyos)

A bizonytalansagtipusokat egyénre lebontva a 8. tablazat szemlélteti, nemek-
re lebontva pedig a 9. tabldzat. A nemek kozti kiilonbségek ebben az esetben is
szignifikdnsak (x2-proba, p < 0,05).

Osszességében azt lathatjuk, hogy a nék beszédében t6bb diskurzusszinti bi-
zonytalansig fordul el§, azaz ardanyaiban tobb weasel, peacock és hedge jelenik
meg néluk, mint a férfiaknal, Ivan nélkiil tekintve. Ebbé&l az kovetkezik, hogy
Ivan beszédében a bizonytalansdg nagyobb aranyban van jelen, mint atlagosan a
férfiaknal. Mindemellett, az egyéni nyelvhasznalat jellegzetességeit is tetten ér-
hetjiik: Elemér az atlaghoz képest sokkal nagyobb aranyban hasznal doxasztikus
kulcsszavakat (a korpusz 0sszes doxasztikus kulcsszava koziil koriilbeliil 12% nala
fordul elg).

5. Az eredmények megvitatasa

A fenti eredmények t6bb érdekes kovetkeztetésre is utalnak. ElGszor is, a korpusz
felépitésében lathatjuk, hogy a tanari k6zosségben van egy kozponti alak, Ivan,
aki nagyon sok parbeszédben vesz részt, igy a téle szarmazo adatok erdsen domi-
nalnak az adatbazisban. A korpusz tervezésekor és a hangfelvételek készitésekor
ezt természetesen nem lehetett elére latni, azonban az adatok felhasznalasanal
és értelmezésénél mindenképp érdemes figyelembe venni ezt a tényezét.
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8. tablazat. Nyelvi bizonytalansag eloszlasa egyénekre lebontva.

Szeged, 2026. januar 29-30.

Név feltételes|doxaszt.|episzt. hedge|vizsgalat |peacock|weasel | Gsszesen
Ivan 1581 1329 698 | 2404 9 866 2610 9497
David 216 205 81 196 2 54 231 985
Elemér 51 655 20 43 14 43 826
Lérinc 19 19 20 43 6 23 130
Vendel 75 92 52 86 42 116 463
Zoltan 8 17 7 22 21 35 110
Agota 474 479 160 505 167 582 2367
Abigeél 80 85 24 102 1 60 118 470
Adel 139 120 65 202 1 70 170 767
Eszter 6 3 3 12
Eniks 480 533 167 565 2 141 449 2337
Gina 161 172 64 225 94 257 973
Eva 281 310 86 262 1 93 372 1405
Kinga 205 188 80 210 91 249 1023
Karola 99 150 50 171 5 68 164 707
Evelin 131 182 32 183 91 243 862
Maria 378 488 181 678 243 712 2680
Renata 63 58 36 84 53 67 361
Timea 81 117 51 162 70 156 637
Virag 123 238 87 387 1 115 203 1154
Zsanett 43 83 19 79 23 94 341
9. tablazat. Nyelvi bizonytalansig eloszlasa a nemek k6zott.
| [ N6 | Ffi [Ffi Ivan nélkiilNs %[Ffi %[Ffi Ivan nélkiil %
feltételes 2744/1950 369 17,05 | 16,24 14,68
doxasztikus (/3206|2317 988 19,92 | 19,29 39,30
episztemikus||1105| 878 180 6,87 | 7,31 7,16
vizsgalat 11 | 11 2 0,07 | 0,09 0,08
hedge 3815|2794 390 23,70 | 23,26 15,51
peacock 1379|1003 137 8,57 | 8,35 5,45
weasel 3836(3058 448 23,83 | 25,46 17,82
szemantikus ||7066|5156 1539 43,90 | 42,93 61,22
diskurzus 9030|6855 975 56,10 | 57,07 38,78

A szo6faji és mondattani sajatossagokbol az latszik kitdnni, hogy a ndk alta-
ldban hosszabb és Gsszetettebb mondatokat hasznédlnak. Mivel azonban beszélt
nyelvrél van sz6, az élgbeszédben pedig nem mindig egyértelmiiek a mondatha-
tarok, csak a hangsilyozas és sziinetek alapjan lehet erre kovetkeztetni. Mivel
irasban a szoveg szerzdje jeloli ki a mondathatarokat, érdemes lenne ezt a meg-
allapitast Gsszevetni egy irott anyagon késziilt felméréssel is, hogy a néi és férfi
fogalmazok kozott is latszik-e hasonlé kiilonbség.

Az udvariassigi annotaciokbol azt sztirhetjiik le, hogy a pozitiv udvariassag
esetel (pl. elfogadas, egyetértés, dicséret) gyakrabban fordulnak els, azaz az olyan
aktusok, ahol a kozosségi érzés erésodik. Ez nem meglepd annak fényében, hogy
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egy munkahelyi koézosségben késziiltek a felvételek, ahol az egyiittmiikodés, jo
legkor kialakitasa els6dleges szereppel bir.

Erdemes azt is megfigyelni, hogy a nok altalanossagban t&bb bizonytalansag-
jelolst hasznalnak. Ennek f6leg pragmatikai funkcioi lehetnek az élébeszédben,
példaul kérések enyhitése, csoporthoz tartozas kifejezése.

Végezetiil arra is térjiink ki, hogy az egyéni nyelvhasznalat (valakinek a ,sza-
va jarasa’) is kihathat az eredményekre. Példaul Ivan gyakran alkalmazza az
ir6niat, mig masoknal ez kevéssé figyelhets meg, az adatbazis alapjan legalabbis.
Ugyanakkor Elemér sokszor hasznalja az azt hiszem, gondolom kifejezéseket, igy
a doxasztikus bizonytalansig eredményeit befolyasolhatja ez a tendencia.

6. osszegzés

Ebben a cikkben a StaffTalk korpusz alapjan vizsgaltuk meg a néi és férfi beszéd
néhany jellegzetességét. Taldltunk szignifikans eltéréseket a szoéfaji és mondattani
sajatossidgok terén, valamint az udvariassag és bizonytalansagi stratégidk terii-
letén is. Néhany esetben arra is ramutattunk, hogy az egyéni nyelvhasznalatot
is figyelembe kell venni az eredmények értelmezésénél.

A kutatés eredményeit jol hasznosithatja a szocidlpszichologia, a szocioprag-
matika, valamint a szociolégia is. Tovabbi céljaink kozott szerepel a férfi-néi
nyelvhasznélati jellegzetességek feltérképezése més adatbazisok segitségével, va-
lamint egyéb nyelvi, példaul szemantikai jellemz6k részletesebb vizsgalata a ne-
mek titkrében.
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Kivonat A telemedicina programok sikerének egyik kulcsfontossagu ele-
me a betegek adherencidja, vagyis annak mértéke, hogy mennyire kovetik
az egészségligyi szakemberek ajanlasait. Vizsgélatunk egy olyan teleme-
dicina programra foékuszal, amelyben sziv- és érrendszeri betegeket, illet-
ve fokozott kockazati személyeket kovetnek nyomon. A program részt-
vevsi egy 5 napos intézeti ellatast kovetGen 90 napos, dietetikusok és
gyogytornéaszok altal tdmogatott telemedicina kovetésben vesznek részt,
mely soran a szakemberek kéthetente telefonon konzultalnak a betegek-
kel, amibdl révid par mondatos Osszefoglalot készitenek. Vizsgalatunk
célja ezen Osszefoglalok alapjan a betegek adherencidjanak meghataro-
zésa volt. A probléma nem hagyoméanyos értelemben vett vélemény de-
tekcios feladat, mégis nagyon hasonlit ré, mert az adherencia az Gssze-
foglalokban gyakran valamilyen vélemény forméajaban jelenik meg. Ebbgl
a gondolatbdl kiindulva cikkiinkben megvizsgaltunk tobb vélemény de-
tekcids modszert és Osszehasonlitottuk a teljesitményiiket nagy nyelvi
modellek eredményeivel. A feladatra — az aspektus orientélt vélemény
detekcidbdl motivalodva — nagy nyelvi modellek segitségével, aspektusok
mentén elemeztiik az Gsszefoglalokat és a végs6 cimkéket ezen aspektu-
sokra épiil§ szabalyrendszerrel hataroztuk meg. Az aspektusokra épits,
nagy nyelvi modell alapt rendszerrel minden mésik megoldésnal jobb
eredményt értiink el.

Kulcsszavak: adherencia, vélemény detekcid, nagy nyelvi modellek

1. Bevezetés

Az egészségligyi ellatorendszer leterheltsége miatt kiilondsen fontosak azok az
egészségligyi megoldasok és telemedicina programok, amelyek nem személyes
rendeldi talalkozasokrol, hanem tavoli szakmai tamogatasokrol szolnak. Ezeknek
a folyamatos tavoli szakmai segitségnyujté programoknak egy nagyon kritikus
eleme az, hogy a paciensek mennyire kévetik az egészségiigyi szakemberek uta-
sftasait. Ezt a tulajdonsidgot adherencianak nevezziik.
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A mi cikkiink sziv- és érrendszeri betegek, illetve fokozott kockazati szemé-
lyek (Kosa és mtsai, 2025) nyomkovetésére fokuszal egy telemedicina program
keretében. Ennek a programnak a célja, hogy életmodvéltassal javitsdk a be-
tegek egészségiigyi allapotat. A résztvevdk elGszor 5 napos intézeti ellatasban
vesznek részt, utdna 90 napos telemedicina szakasz kovetkezik. A program teljes
id6tartama alatt gyogytornaszok és dietetikusok folyamatos tamogatést nytj-
tanak a betegek szamara, a telemedicina id&szakaban egy-két hetente telefonos
konzultacidk soréan kovetik a betegek fejlédését, melyekrdl révid, par mondatos
Osszefoglalot készitenek.

A program nagy figyelmet fordit a személyre szabott kezelésnek, igy az ellatas
legelején pszichologiai tesztekkel felmérik a betegek mentalis allapotéat. A késGb-
bi telemedicina szakasz tamogatéisahoz szamos digitélis eszkoz all rendelkezésre,
amelyek segitségével a pacienseknek naplozniuk kell a betegségiikre relevans ada-
tokat. A betegek nyomkovetése érdekében ezek az adatok a kévetkezdk: testsuly,
taplalkozas, fizikai aktivitas és pulzus. Probléméat okoz, hogy ezek az adatok
sokszor hidnyosak és zajosak, a paciensek kiilénb6z6 okok miatt nem tudjak ko-
vetni a szakemberek ajanlasait. Szerencsére a dietetikusok és gyodgytornaszok a
telefonos konzultaciok 6sszefoglaldiban kiilon kiemelik, ha a betegek nem egytitt-
miikoddsek, illetve ha a hidnyossagok kiils§ tényezSkbdl vagy technikai okokbol
adoédnak.

Vizsgalatunk célja ezen Gsszefoglalok alapjan a betegek adherencidjanak meg-
hatarozasa volt. A meghatarozott adherencia értékek és a program kezdetén el-
végzett pszichologiai tesztek segitségével egy pontosabb képet kaphatunk arrol,
hogy milyen pszichologiai jellemz&k befolyasoljak azt, hogy az egyes betegek
mennyire tudnak bevonoédni a programba, és ez alapjan kik azok, akik specia-
lis tamogatast fognak igényelni, hogy el tudjanak indulni a szdmukra sziikséges
életmodvaltasban.

Az adherencia nem hagyoméanyos értelemben vett vélemény detekcios feladat,
mégis nagyon hasonlit ra, mert az adherencia az Osszefoglalokban gyakran va-
lamilyen vélemény formajaban jelenik meg. Cikkiinkben megvizsgaljuk, hogy a
nagy nyelvi modellek koraban mit érhetiink el hagyomanyos vélemény detekcios
modszerekkel egy kvéazi-vélemény detekcios feladaton. Az igy kapott eredménye-
ket nagy nyelvi modellek few-shot promptolt eredményeivel hasonlitjuk dssze és,
az aspektus orientalt vélemény detekcidobol motivaléodva, nagy nyelvi modellek
segitségével aspektusok mentén értékeljiik ki az Osszefoglalokat, végiil az aspek-
tusokra kapott valaszok alapjan hozunk dontést az adherencia cimkék értékérsl.
A szamitégépes nyelvieldolgozas segitségével megkonnyithetjiik az egészségiigyi
dolgozok munkajat és kulcsfontossagn informéaciokat tudhatunk meg a betegek
adherencidjara kihaté tényezokrsl.

2. Kapcsol6dé munkak

A betegek adherencia mérésének kiterjedt irodalma van (Martin és mtsai, 2005;
Tuga és McGuire, 2014), de ez jellemzGen nem a szovegfeldolgozas eszkoztara-
ra épit. Hagyomanyosan az adherenciat gyogyszer kivaltasi szokasok (Lam és
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Fresco, 2015), bizonyos betegségek esetén a silyvesztés (Szalka és mtsai, 2024),
vagy akar szenzorok adataira tamaszkodva, okos eszkozokkel (Pal és mtsai, 2021)
szoktak meghatarozni. A szenzori adatok mellett lehetGség van, a betegek nap-
l6z4si szokasait is felhasznalni, mint ebben a projektben az élelmiszer fogyasztas
naplézasa alapjan.

A pszichologiai kutatésok szerint az adherencia nemecsak klinikai, hanem pszi-
chés és szocialis tényezdk fliggvénye is, amelyek jelentds hatast gyakorolnak a
paciensek motivicidjara és elkotelezGdésére a tavgyogyaszati beavatkozasokkal
kapcsolatban. Mig a tartosan fennéll6 betegség gyakran aladssa a betegek mo-
tivaciojat és ezaltal fokozza a adherencia csokkenésének a kockazatat, addig a
megfelel§ szocialis tamogatas jelentés mértékben elGsegiti az adherenciat. Fz
utébbi ugyanis érzelmi és gyakorlati tamaszt nyijt, amely megkonnyiti a kezelés
kévetkezetes betartasat (Leiz és mtsai, 2022).

A program kezdetén a betegek részletes pszichologiai tesztet toltenek ki. A
pszichologiai eredmények és a betegek program soran tapasztalt adherencidjanak
a segitségével lehetGségiink van megvizsgalni, hogy az egyes pszichologiai jellem-
z8k hogyan fiiggnek Ossze azzal, hogy a betegek mennyire kévetik az orvosok
javaslatait.

Mivel a gyogytornaszok és dietetikusok Gsszefoglaloiban az adherencia jel-
lemzGen vélemény formajaban fogalmazzak meg (példaul: Jol tartaja a diétdt —
ligyes volt), ezért megvizsgaltuk, hogy a hagyomanyos vélemény detekcios mod-
szerek mennyire miikodnek az adherencia kinyerésére. A szoveg szintl vélemény
osztélyozas mellett aspektus orientalt (Nazir és mtsai, 2020) megkozelitéseket is
vizsgaltunk, itt a vélemény detekci6 célja nem a szoveg altaldnos polaritasanak a
meghatéarozéasa, hanem a véleményt kifejezetten egy adott aspektus szemszogébsl
vizsgaljuk.

A magyar nyelvi vélemény detekcid elterjedéséhez elengedhetetlen volt a jo
minGségi, kézzel annotéalt, magyar nyelvi korpuszok megléte. Az els6 nagyobb
adatbézis az OpinHuBank (Mih4ltz, 2013) volt, ami sszesen 10000 példat tar-
talmazott hirekbdl és blogbejegyzésekbdl. Ezekben a példédkban a polaritas sze-
mélyekhez tarsitva keriilt meghatirozasra, ami nagyon hasonlit az aspektus ori-
entalt vélemény detekci6 logikajahoz. Teljesen aspektus szint annotacidkat tar-
talmaz a Hungarian sentiment corpus (HuSent) (Szabé és mtsai, 2016), ami 154
termék Osszehasonlito cikket tartalmaz, 6sszes 17000 mondat hosszban. Kevésbé
szerkesztett kozosségi médiabol szarmazoé tartalmakra pedig elérheté a Hungari-
an Twitter Sentiment Corpus (HTS) (Precognox Ltd., 2017), ami Gsszesen 4000
magyar nyelvii tweet-et és hozzajuk tartozo6 lizenet szintd polaritas cimkét tar-
talmaz. A cimkék 5 fokozatot kiilénboztetnek meg a nagyon pozitivtol a nagyon
negativig. A legijabb nagy méreti vélemény korpusz a HuL.U (Ligeti-Nagy és mt-
sai, 2022) részeként elkésziilt HuSST, ami a Stanford Sentiment Treebankben
(Socher és mtsai, 2013) mondatainak magyarra forditott valtozatat tartalmazza.

Magyar nyelvi vélemény detekciora az évek sorén rengeteg eltéré modszert
alkalmaztak a szotar alapi megkozeletisektSl kezdve (Hangya és Farkas, 2015)
a modern el6retanitott kontextudlis bedgyazasokra épitd mélytanuldsi megol-
dasokon (Laki és Yang, 2023; Yang és Laki, 2023) és a generativ nagy nyelvi

229



XXII. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2026. januar 29-30.

modelleken (Yang és mtsai, 2023) at a kiegyensilyozatlan adatbéazison torténd
adataugmentacioig (Uveges és mtsai, 2022).

3. Adherencia a leirasokban

A gybgytornészok és a dietetikusok 1-2 heti rendszerességgel beszélnek telefonon
a paciensekkel, és errdl jellemzGen par mondatos Gsszefoglalot irnak. Az Gsszefog-
lalokban &ltalaban kitérnek arra, hogy a beteg mennyire kovette az egészségligyi
alkalmazottak utasitasait, mennyire tartotta a diétat, illetve mennyit mozgot a
legutobbi beszélgetés 6ta. Az 6sszefoglalok adherencia tartalma sokszor emberi
szemmel sem egyértelmd, az egyik gyakori ilyen eset, hogy nincs leirva konk-
rétan, hogy tartotta a diétat, vagy sokat mozgott-e a péciens, csak valamilyen
indirekt utalés erre, példaul egy egyszerii dicséret, hogy “ligyes volt”.

A szenzor alapt adherencia vizsgalattal szemben az 6sszefoglalok elemzésének
az egyik legnagyobb el6nye, hogy részletesebb képet kapunk, ha a betegek az
el6irt utasitdsokat valamilyen kiils6 probléma miatt nem tudjak betartani vagy
nem latszik az adatokban, hogy betartottak. Sok esetben a betegek betegség,
miitét vagy egyéb koriilmények miatt nem tudtak elég aktiv életet élni, de a
lehetgségeikhez mérten mindent megtettek. Technikai problémak esetén pedig,
mint példaul probléma az interneteléréssel, eszkdzok meghibésodésa vagy egyéb
nehézségek a hasznélatukkal kapcsolatban, nem latszodik az elvégzett munka,
pedig a betegek lehet, hogy betartottdk az elGirtakat. A célunk az volt, hogy
ezekbdl az Gsszefoglalokbol kinyerjiik, hogy mennyire adherensek a betegek.

3.1. Felhasznalt adatok

Ahhoz, hogy ezt mérni tudjuk 6sszesen 400 példat annotaltunk kézileg. Az an-
notaci6 soran 5 kategoriat kiilonboztettiink meg. 3 kategoria (alacsony, kozepes
és magas adherencia) jeldlte, hogy ha volt az dsszefoglaloban adherenciara utalo
informécio, akkor az alapjan milyen volt a beteg adherenciaja. Egy kiilon kate-
goriat létrehoztunk arra a gyakori esetre, amikor az egészségiigyi dolgozok nem
tudtak elérni a betegeket. A maradék, adherenciara utalé informéaciot nem tar-
talmazo Osszefoglalot pedig egy 6todik osztalyba soroltunk be. Ezek alapjan az
adherencia meghatirozasara az aldbbi kategoéria rendszert alkalmaztuk:

— magas adherencia: a beteg koveti az orvos altal javasolt feladatokat

— kozepes adherencia: a beteg részben koveti az orvosi javaslatok, egyes utasi-
tasokat betart, masokat nem

— alacsony adherencia: a beteg egyaltalan nem koveti az utasitasokat

— nem elérhetd: a coach nem tudta elérni a beteget

— nincs adherencia informécio: a beteg elérhetd volt, de a széveg nem tartalmaz
adherenciara utald informaciot

Az annotaciot két fliggetlen annotéator végezte, minden Osszefoglalot mindket-
ten felcimkéztek és ahol nem értettek egyet, ott utdlag koézosen hoztak dontést.
A cimkék gyakorisagat az alabbi 1. tablazat tartalmazza:
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1. tablazat. Adherencia cimkék mennyisége a két halmazon.

Cimkeék Validacios Kiértékels
Alacsony 22 30
Kozepes 25 45
Magas 98 65
Nem elérhetd 38 32
Nincs 17 28

4. Modszerek és eredmények

Az adherencia minél pontosabb elérejelzésének érdekében megvizsgaltuk, hogy
kiilonb6z8 nyelvieldolgozasi modszertanok mennyire hatékonyan tudjak megha-
tarozni egy Osszefoglalo esetén az adherencia cimkét. Ebben a fejezetben Ossze-
hasonlitjuk a szozsak alapi megoldasokat, kiillonb6z6 vélemény detekcios mod-
szereket és nagy nyelvi modelleket is. A vélemény detekcios modellek és a nagy
nyelvi modellek esetén is vizsgéaljuk, hogy a dontés aspektusokra bontésa tud-e
javulast hozni az eredményekben.

4.1. Kisérleti kbrnyezet

Az elkésziilt 400 elemes korpuszt egy 200 elemes validéacios és egy 200 elemes
kiértékels halmazra bontottuk. A tanitast tartalmazé kisérletek esetén a tanitast
a validaciés halmazon végeztiik, a prompt alapt modszerek esetén a prompt
fejlesztésére és few-shot példakra szintén a validacids halmazt alkalmaztuk. A
modszerek teljesitményét minden esetben a kiértékel§ halmazon vizsgaltuk.

Mas adatbazisokon eléretanitott megoldasok esetén nincs lehetdségiink mind
az Ot osztaly vizsgalatara, igy ezekben az esetekben csak az alacsony / kozepes
/ magas adherencia osztalyokat kiilonboztetjiik meg.

4.2. Hagyomanyos feliigyelt tanulas

Bar az adathalmaz mérete erdsen limitilja a hagyomanyos felligyelt tanulasi
mobdszerek lehetdségeit, viszonyitasi alapként megnéztiik, hogy egy szézsak mo-
dell alapt hagyoméanyos osztalyozo mit ér el a feladaton. A sz6zsak modell esetén
a szavakat a HuSpaCy keretrendszerrel (Orosz és mtsai, 2023, 2022) lemmatizal-
tuk és uni-, illetve bigramokat hasznaltunk jellemzonek. A tanitashoz logisztikus
regressziot hasznaltunk. Ezen feliil megvizsgaltuk, hogy encoder-alapi nyelvi mo-
dellek finomhangolaséval mit tudunk elérni, itt HuUBERT (Nemeskey, 2020, 2021)
modellt finomhangoltunk. A kisérletek eredményeit a 2. tablazat tartalmazza.

A két modszer kozott nem tapasztalhatdé nagy eltérés, de a limitalt tani-
t6 adatbézis mellett egyik modszernek sem sikeriilt hatékonyan elkiiloniteni az
adherencia osztalyokat.
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2. tablazat. Hagyoményos modszerek eredményeinek Gsszevetése Accuracy és F1-
score alapjan a kiértékel6 halmazon.

Modellnév Accuracy F1-score
Szo6zsak modell 0,505 0,446
HuBERT 0,485 0,424

4.3. Magyar vélemény detekcio

A magyar nyelvii vélemény detekcios adatbazisoknak (Mihaltz, 2013; Precognox
Ltd., 2017) koszonhetSen lehetGséglink van arra, hogy kifejezetten vélemény de-
tekcidra tanitott modelleket azonnal meg tudjunk hivni egy 4j feladatra. Ehhez
a OpinHuBank (OHB) és Hungarian Twitter Sentiment Corpus (HTS) adatba-
zisokon tanitott HuBERT és XLM-RoBERTa modelleket (Laki és Yang, 2023;
Yang és Laki, 2023) vizsgaltunk meg vélemény detekciora. Az OpinHuBank bar
személyneveket alkalmaz a vélemény aspektusaként, az altalunk valasztott mo-
delleknél lehetségiink van tetszéleges szoveget megadni az aspektusnak. Ezt
kihasznalva megvizsgaltuk, hogy az OpinHuBank-on tanitott modell mennyire
alkalmas olyan koznevekkel kapcsolatos vélemény meghatarozasara, mint a diéta
és a mozgas.

Ezek a modellek csak a vélemény polaritdsdnak a kinyerésére alkalmasak,
ezért itt csak az alacsony, kézepes és magas osztalyba tartozo példékat vizsgal-
tuk a kiértékelés soran. Az OpinHuBank 3 cimkét tartalmaz, igy itt a pozitiv -
magas adherencia, semleges - kozepes adherencia, negativ - alacsony adherencia
megfeleltetést alkalmaztuk. Ezzel szemben a Hungarian Twitter Sentiment Cor-
pus 5 cimkét tartalmaz, tapasztalataink szerint viszont a validaciés halmazon
sosem predikalta a nagyon pozitiv és a nagyon negativ cimkéket, ezért itt is az
OpinHuBank-on hasznélt megfeleltetéseket alkalmaztuk.

3. tablazat. Magyar nyelvi el6retanitott vélemény detekcidés modellek eredményei
a kiértékels halmazon.

Modellnév Accuracy F1-score
NyTK - HuBERT - HTS 0,621 0,578
NyTK - XLMR - HTS 0,507 0,471
NyTK - HuBERT - OHB 0,514 0,468
NyTK - HuBERT - OHB - diéta 0,514 0,404
NyTK - HuBERT - OHB - mozgas 0,514 0,434
NyTK - XLM-RoBERTa - OHB 0,514 0,481
NyTK - XLM-RoBERTa - OHB - diéta 0,414 0,477
NyTK - XLM-RoBERTa - OHB - mozgéas 0,450 0,468

A kisérlet eredményeit a 3. tablazat tartalmazza. A legjobb eredményt a Hun-
garian Twitter Sentiment Corpus-on tanitott HuBERT modell érte el, aminek
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az egyik tanulsaga lehet, hogy a dietetikusok és a gyodgytornaszok osszefoglaloi
jobban hasonlitanak a Twitter iizenetekre, mint a hiroldalak tartalmara. Ezt a
megfigyelést az is erdsitd, hogy a 400 példabol 5 esetben smiley is talalhatok a
szovegekben. Ezzel szemben az XLM-RoBERTa alapt megoldasok egyik esetben
sem voltak hatékonyabbak, mint a HuBERT alaptiak és OpinHuBank esetén az
aspektusként hasznélt kdznevek nem javitottak az eredményeken.

4.4. Angol vélemény detekcio

A magyar nyelvii modellek hasznalata mellett lehet8ség van angol és mas nyelvi
adatbézisok (Barbieri és mtsai, 2022) felhasznélaséra is olyan tobbnyelvi mo-
delleken keresztiil, mint az XLM-RoBERTa. Ebben a fejezetben egy tobbnyelvi
(Camacho-Collados és mtsai, 2022; Antypas és mtsai, 2022) (CardiffNLP) és egy
angol adaton tanitott modellt ! (Citizenlab) teszteltiink. Mindkét esetben egy
XLM-RoBERTa modellt finomhangoltak. A korabbi alfejezethez hasonléan itt is
csak az alacsony / kozepes / magas adherencia értékeket vizsgaltuk.

Mindkét modell esetén megvizsgéltuk, hogy az altaluk adott értékek mennyire
vethetsk Ossze az adherencia kategoriainkkal. Es mindkét modell esetén megvizs-
galtuk azt is, hogyha a modelleket a 200 elemi validaciés halmazunkon finom-
hangoljuk, akkor jobb eredményt tudunk-e elérni.

4. tablazat. Nem magyar nyelven tanitott modellek el6re betanitott és finom-
hangolasi eredményei.

Modellnév Accuracy F1-score
Citizenlab 0,436 0,380
CardiffNLP 0,529 0,504
Citizenlab - finomhangolt 0,625 0,542
CardiffNLP - finomhangolt 0,655 0,624

Az eredményeket a 4. tablazat tartalmazza. Mindkét modell esetén igaz, hogy
a predikcidik elég rossz eredményt értek el, viszont a 200 példén térténd finom-
hangolas utén jelentésen javult a teljesitménytik.

4.5. Nagy nyelvi modellek

2025-ben az elsGszamu gondolat egy ilyen feladat megoldasara a nagy nyelvi
modellek alkalmazasa. Ezeknél a modelleknél az eredmény nagyban fiigghet a
prompt megfogalmazasan. Mi egy few-shot promptot készitettiink, ahol az inst-
rukciékban a kategoériak definicioja mellett kiemeltiik olyan specialis tulajdon-
sagokat, mint, hogy ha a beteg technikai vagy huméan problémak miatt — mint a
betegség — nem tudott a programmal foglalkozni, vagy naplézni az eredményeit

! https://huggingface.co/citizenlab /twitter-xlm-roberta-base-sentiment-finetunned
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akkor azt ne vegye negativ adherencianak. A promptok fejlesztéséhez a validaci-
0s adathalmazt hasznaltuk, a few-shot példéakat is innen vélogattuk. Az adatok
szenzitivitdsa miatt nem hasznalhattunk felhé alapi megoldasokat, igy a kisér-
leteinkben harom lokalisan futtathaté nagy nyelvi modellt alkalmaztunk: Llama
3.3 70B (Grattafiori és mtsai, 2024), gpt-oss 120B (OpenAl, 2025), Qwen3 80B
(Team, 2025; Yang és mtsai, 2025).

A nagy nyelvi modellek eredményeit a 5. tablazat tartalmazza. A 3 nyelvi
modell alapti megoldas koziil a LLama 3.3 70B teljesitett a legjobban.

5. tablazat. Nagy nyelvi modellek 6sszehasonlitasa mind az 5 cimkén és az ad-
herenciara utald 3 cimkén is.

Modellnév 5-cimke 3-cimke

Accuracy F1 = Accuracy F1

Qwen3 Next 80B A3B Instruct 0,665 0,640 0,679 0,468
Llama3.3 70B 0,710 0,687 0,729 0,512
GPT-oss 120B 0,68 0,669 0,729 0,523

4.6. Nagy nyelvi modellek aspektus alapon

A péaciensek adherencidjanak vizsgalatahoz a feljegyzéseket tobb, el6redefinialt
aspektus mentén elemeztiik. Ezek a tulajdonsagok a beteg-orvos kommunikacio
kiilonb6zd dimenzibit ragadjik meg, beleértve a beteg elérhetéségét, az életmod-
beli valtozasokat és az adherenciat tamogatd vagy gyengits viselkedési mintéza-
tokat. Az egyes kategoridk elkiilonitett kiértékelése lehetGvé teszi, hogy a nagy
nyelvi modellek értékelése interpretalhatéd legyen:

— Elérhet6ség: Azt vizsgélja, hogy a beteget mennyire sikeriilt elérni és mennyi-
re volt kommunikalt telefonon vagy méas médiumon keresztiil.

— Utasitas: Megmutatja, hogy a paciens kapott-e utasitast a coach-tol.

— Naplozas: A beteg mennyire vezeti jol a naplojat.

— Dicséret: A coach az lizenetben pozitiv vagy negativ jelz&kkel jellemezheti a
pacienst (pl. iigyes).

— Testmozgéas: Ha sz6 esett a paciens mozgésarol, akkor megmutatja, hogy
ezzel kapcsolatban mennyire koveti az utasitasokat.

— Suly: Teststuly esetleges valtozasara ad egy pontszamot.

— Etrend: Azt mutatja, hogy a paciens tartja-e a felirt étrendet.

— Kifogas: Megmutatja, hogy amennyiben nincs teljes egytittmiikodés, ugy a
péciens részérdl taldlunk-e valami magyarazatot.

— Adherencia: Kozvetleniil eldontjiik, hogy a paciens adherens-e.

Az aspektusok felhasznalaséval interpretalhatobbé valik az feladat, triviali-
sabb példak kézzel is osztalyozhatok lesznek. Ha az Elérhetség aspektus negativ,
akkor a péciens egyértelmiien nem volt elérhets. Hasonloan hatékony a Sily és
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Dicséret aspektus negativ értéke, ebben az esetben biztosan alacsony a paciens
adherencidja. Az el6z6 fejezetben a legsikeresebb modellel (Llama3.3 70b) ki-
nyertiik az aspektusokat, majd torekedtiink arra, hogy minden aspektus a lehets
legkisebb korrelacioban legyen egymassal. Igy 200 példabol keresztvalidacioval
Naive-Bayes modszerrel kozelitettiik meg a problémét.

6. tablazat. Aspektusok felhasznalasaval elért eredmények LLM-ek hasznalata
Soran.

Modellnév 5-cimke 3-cimke
Accuracy F1 Accuracy F1
Aspekt 0,745 0,592 0,725 0,709
Aspekt+LLM 0,765 0,713 0,765 0,713

Magéaban ezzel a mddszerrel hasonlé eredményeket ériink el, mintha kézvet-
leniil nagy nyelvi modellekkel osztilyoznank az adherenciat; azonban egyrészt
interpretalhatobba valnak a dontéseink. Ezen feliil, ha az aspektusokat kombinal-
juk a korébbi teljesen generativ rendszer eredményeivel tovabbi 2 szazalékpontos
javulas érhet6 el.

5. Disszkusszid

5.1. Nem egyértelmi esetek

A feljegyzések nem szolgaltak egyértelmii informécioval az adherencia mértékére
vonatkozoban, ami t6bb alkalommal is nehézségeket okozott az annotéacid soran.
Az alabbi két példa jol szemlélteti az ilyen tipusu kihivasokat.

Az egyik tipikus példa a kovetkezs bejegyzés:

LSAktivkodik napi szinten, tgyes. Testsulya stagndl, diétat nem tart, és
nem is szandékozik. Nem tudok erre mit mondani.”

A sz6veg elsG része a fizikai aktivitas terén mutatott pozitiv eréfeszitésre
utal. Ugyanakkor a feljegyzés masodik fele arra utal, hogy a paciens nem koveti
a diétas ajanlasokat, és nem is mutat hajlandosagot ennek megvaltoztataséra.
Ezeket az eseteket az annotatorok a kozepes kategériaba soroltdk, viszont ez
az ellentmondas a kiillonbozd viselkedési teriiletek (aktivitas vs. diéta) eltérs
teljesitése miatt nehezen teszi kategorizalhatova az esetet a gépi megoldasok
szamara.

A maésodik példa szintén olyan narrativ bejegyzést mutat be, amely tobbér-
telmiisége miatt kihivast jelentett az annotécié soran:

,Csokken a testsilya, a kerékpdrozdssal kiizd (mentdlisan), nagyon szen-
vedds neki. Mondtam, hogy esetleg beszéljiink egyéb mozgdsformdkrol;
gondolkodik, hogy mire lenne még lehetdség. Amigy tigyes, megdicsér-
tem.”
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1. dbra: Sz6veghossz és az adherencia cimkék k6zotti Gsszefiiggés.

A bejegyzés alapjan a paciens szaméra az ajanlott mozgasforma jelent&s ne-
hézséget okoz, ugyanakkor a szovegben motivéiciora utalé jelek is megjelennek: az
alternativ mozgéasforméak keresése és a folyamatos probalkozas, ezért az annota-
torok a magas adherencia osztalyba soroltak az esetet. Viszont ez a kettGsség —
a kiizdelem és az egyiittmiikodésre valé hajlandosag egyideji jelenléte — ebben
az esetben is megnehezitette az adherenciaszint automatikus besoroléséat.

5.2. Sz6veghossz mint jellemzd

Az annotéalt feljegyzések karakterszama onmagaban is informativ jellemzének
bizonyult. A szovegek hosszanak cimkénkénti eloszlésat a 1. dbra tartalmazza.
A "nem elérhets" kategoridba tartozo esetekben nem torténik tényleges kom-
munikécid, igy a nagyon révid bejegyzések donté tobbsége ebbe az osztalyba
sorolhat6. Emellett a szovegek lathatoéan révidebbek akkor is, ha a feljegyzés
nem tartalmaz elegendd informéciot az adherencia meghatarozasahoz.

7. tablazat. Aspektusok fontossidga Naive Bayes tanitasnal.

Aspektus Fontosséag

dicséret 0,1827
elérhetGség 0,1500
napl6zas 0,1369
suly 0,1324
testmozgas 0,1292
étrend 0,1053
kifogas 0,0957

utasitds 936 0,0678
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5.3. Aspektusok

Megvizsgaltuk, hogy melyik jellemzéknek volt a legnagyobb fontossaga az osz-
talyozas soran, ezt a 7. tablazat tartalmazza. Bar a jellemzéknek a fontossidga
viszonylag kiegyensilyozott. A dicséret az atlagnal sokkal jobban szeparalja az
osztalyokat, ezzel szemben a szakértsi utasitas kevésbé. A tablazatban az el-
érhetdség nem tiinik kiemelkedGen jelent&snek, hiszen négy cimkére semmilyen
hatassal nincs. Azonban ez az a jellemzd, ami teljesen lefedi a nem elérhets
adherencia cimkét.

Naive-Bayes osztalyozasnal fontos, hogy az aspektusok korrelacioja minimalis
legyen. Az egyes aspektusok korrelaciojat a 2. abra tartalmazza. Igy megprobal-
tuk ugy kivalasztani az aspektusokat és a promptokat, hogy teljesen elkiiloniilje-
nek egymastol. Azonban az adherencidhoz képest még igy is jelentds korrelécio
van a testmozgas, a testsuly és az étrend aspektusai kozott. Ennek ellenére a
modell pontossiagan ezek a jellemzdk javitottak, mert fontosak az adherencia
leirasaban.

elérhetdség
utasitds
naplézas
dicséret
testmozgas
suly

étrend

kifogas

2. abra: Aspektusok kozotti korrelacio.
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6. Osszegzés

Tanulméanyunkban azt vizsgaltuk, hogy a telemedicina programok soran kelet-
kezg, rovid szakmai Gsszefoglalok alapjén milyen mértékben hatarozhaté meg a
betegek adherencidja. A feladat sajatossagabol adoddan az adherencia gyakran
implicit modon, véleményszeri megfogalmazasokon keresztiil jelenik meg, ezért
tobb hagyoményos vélemény detekcios megkozelitést és modern nagy nyelvi mo-
delleket hasonlitottunk Gssze a probléma megoldasara.

Osszességében a vizsgalat ramutat arra, hogy a nagy nyelvi modellek — kii-
16n6sen aspektusalapu elemzéssel kombinédlva — hatékony eszkozt jelentenek a
telemedicina Gsszefoglalok automatikus feldolgozéasara. A jovében ezek az eszko-
z0k hozzajarulhatnak ahhoz, hogy az egészségligyi szakemberek gyorsabban és
pontosabban azonositsdk azokat a betegeket, akik fokozott tamogatast igényel-
nek az életmodvaltas sikeréhez.

Ko6szonetnyilvanitas

A kutatas tamogatoi:

A Szegedi Tudomanyegyetem Interdiszciplinaris Kutatasfejlesztési és Innova-
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