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ElSszo

2025. februar 6-7-én immaron huszonegyedik alkalommal keriil sor a Magyar
Szamitogépes Nyelvészeti Konferencia megrendezésére. A konferencia f6 célk-
ittizése a kezdetek 6ta allando: lehet&séget biztositani a nyelv- és beszédtechnolo-
gia teriiletén végzett kutatdsok eredményeinek ismertetésére és megvitatasara,
ezen feliil pedig a kiilonféle hallgatoi projektek, illetve ipari alkalmazéasok bemu-
tatasara.

Az idei évben a 23 bekiildott cikkbdl gondos mérlegelést kovetSen 20 cikk
keriilt elfogadasra, melyek téméja a nyelv- és beszédtechnologia szamos szak-
teriiletét lefedi a legiijabb nyelvi modellek bemutatasatol kezdve a beszédtech-
noldgia eredményein keresztiil egészen a chatbotos alkalmazésokig.

Nagy oromet jelent szamunkra, hogy Szondy Maté elfogadta meghivasunkat,
aki plenaris el6adasat “Munkatdrs, partner vagy ellenség? A mesterséges intelli-
gencidval vald kapcsolat pszicholdgiai kérdései” cimmel fogja megtartani.

Az idei évben is dijazzuk a konferencia legjobb cikkét, mely a legjelentésebb
eredményekkel jarul hozza a magyarorszagi nyelv- és beszédtechnologiai kutata-
sokhoz. Ezen felil imméar hetedik alkalommal osztjuk ki a legjobb biralo dijat,
amellyel a biralok faradsagos, ugyanakkor nélkiilézhetetlen munkajat kivanjuk
elismerni. A fenti dijak anyagi fedezetét a Neumann Janos Szamitogéptudoményi
Tarsasag biztositja. Az idei évben a K&H Bank szponzoraciojanak készénhetGen
egy tovabbi kiilondij kiosztaséara is sor fog keriilni, melynek odaitélésérsl a K&H
Bank altal felallitott bizottsag fog donteni.

A szervezébizottsag nevében,
Acs Judit,

Berend Géabor,

Gosztolya Gabor,
Ligeti-Nagy Noémi,
Nemeskey David Mark,
Novak Attila,

Simon Eszter,

Sztaho David,

Vincze Veronika
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A kontextusablakon kihajolni nem veszélyes: jogi
szovegek hatékony szemantikus keresése

Csanyi Gergely Mark!, Lakatos Dorina', Vadasz Janos Pal?, Nagy Déniel®,
Uveges Istvan?

'MONTANA Knowledge Management Ltd.
2National University of Public Service
{csanyi.gergely,lakatos.dorina,uveges.istvan,nagy.daniel }@montana.hu
vadasz.pal@uni-nke.hu

Kivonat Tanulmanyunkban egy szemantikus keresést tdmogatd rend-
szert mutatunk be magyar birésagi hatarozatokon, amely képes az azonos
tényallasa iigyek hatékony felismerésére és visszakeresésére. A kiértéke-
lési rendszeriink alappillérét az dgynevezett ,tényallasvazlatok” képezik,
amelyek tomoren foglaljak Ossze egy-egy iligy kulcsfontossagu tényeit, ez-
altal lehetGséget biztositva a relevans jogi precedensek gyors és pontos
azonositasara.

Vizsgalatunk soran tizenkét korszert szévegbeagyazasi modellt vetettiink
Ossze, amelyek koziil a Cohere, a Beijing Academy of Artificial Intelligen-
ce és az OpenAl legtjabb fejlesztései teljesitettek a legjobban, kiilondsen
a hosszi, zajos jogi szovegek feldolgozasdban. A révidebb kontextusab-
lakkal biré modellek esetében megvizsgaltunk tSbb szegmentalési eljarast
is, koztiik az egyszert feldarabolast (chunking), az atlapolt feldaraboléast
(striding) és a rovidebb utolsé chunk nagyobb hatasat csokkents (last
chunk scaling) technikdkat, amelyek javitottdk a hosszt szovegek meg-
bizhat6 kezelhet&ségét.

A metodika egyarant alkalmazhatoé més Q&A jellegl rendszereknél is,
mivel pedig a legtobb altalunk kiprobalt modell tobbnyelvi, igy felhasz-
nalhatosag nem korlatozodik a magyarra.

Kulesszavak: szemantikus keresés, chunking, striding, jogi Q&A rend-
szer, magyar birdsagi hatarozatok

1. Bevezetés

A hasonld jogesetek megtalalasa kiemelt feladat mind az tigyvédek, mind a bi-
rak szaméra a napi munkavégzés soran. Ez biztositja, hogy a hasonlé tények
hasonlé dontésekhez vezessenek, amely nagymértékben elGsegiti a konzisztens
jogi dontések meghozatalat. Hagyomanyosan a jogesetkeresés f6ként a pertargy
szerinti kategoridk alkalmazéasara koncentral, amely ugyan hasznos, de egyben
korlatozott megkozelités is (Csanyi és mtsai, 2022). A pertargy szerinti sziirés
ugyan megkdnnyiti a keresési folyamatot, de nem képes hatékonyan megragadni
az egyes jogesetek kozotti szemantikai kapcsolatokat. Ennek eredményeként a
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folyamat idGigényes marad, a relevans precedensek megtalalasa pedig tovabbra
is jelent6s munkaerg-raforditast igényel.

A jogi teriileten a szemantikai hasonlosag alapi keresés altaldban azt jelen-
ti, hogy egy adott hatarozathoz hasonl6é tovabbi hatarozatokat szeretnénk ha-
tékonyan megtalalni. Ebben a cikkben szemantikai hasonloség alapt kereséssel
foglalkozunk, melynek célja, hogy hasonlé tényeket tartalmazo birosagi hata-
rozatokat talaljunk. A kiértékeléshez ténydlldsvdzlatokat hasznalunk, amelyek
révid, néhany mondatos leirasok, amelyek réviden Osszefoglaljak az adott jogi
probléma tényeit. FEgy valoperes esetben példaul a tényallasvazlat roviden le-
irhat minden olyan informéciét, amely egy gyermekelhelyezési iigyben relevans
lehet, mint példaul a felek bemutatasa, vagy a gyermekek kapcsolata az egyes
sziilkkel, emellett esetiinkben egy kérdéssel is zarulhat.

A birosagi hatarozatok altalaban rendkiviil hossziak (atlagosan 3-5000 sz6),
és speciélis jogi nyelvezetet, terminus technicusokat hasznalnak, ami megneheziti
a jo mindségl szemantikai alapt reprezentéaciok létrehozasat. Ennek egyik {6 oka,
hogy a szovegek nem férnek bele a transzformer-alapt bedgyazasi modellek kon-
textusablakidba. Ezért egy gyakorlatban alkalmazhaté szemantikai keresérend-
szer két fontos pillérre tamaszkodik: 1) megfelels beagyazasi forma kivalasztésa,
amely hosszabb szovegeket is képes kezelni, valamint 2) a kiilénb6z6 megoldasok
kiértékelésére és Osszehasonlitdsara valo képesség. A kiértékelés nem egyértelmd
egy nagyobb adathalmaz esetén, mivel még ha emberek értékelik is a keresési
eredményeket egy adott lekérdezési szcenarioban, nem garantalt, hogy ott éppen
megtalaltuk az adott ligyhoz kapcsoldédo sszes relevans tovabbi ligyet. Ezért az
emberi kiértékelés inkabb csak validaciés célra hasznalhato, de nem alkalmazhato
hatékonyan az egyes modszerek rangsorolasahoz.

Cikkiinkben Gsszesen tizenkét beagyazasi modszert hasonlitunk 6ssze, melyek
koziil tizenegy transzformer architekturara épiil (Vaswani és mtsai, 2017), egy
pedig a fasttext alapu szévegbeagyazasra (Bojanowski és mtsai, 2017). Ez utobbi-
ra csak mint baseline megoldasra tekintettiink. Ezen tilmenden a transzformer-
alapt modellek esetében, amelyek kontextusablaka legfeljebb 512 token, hét kii-
16nb6z6 modon probaltuk kezelni az ennél hosszabb dokumentumok probléma-
jat. Ennek eredményeképpen atfogd Osszehasonlitéast kivanunk nytjtani, amely
jo alapot biztosit hasonlé rendszerek fejlesztéséhez, tovabba megmutatja, hogy
a jogi tények szemantikajanak megragadasa elegendé-e hasonlé dokumentumok
kereséséhez. Bar a kutatasunkban hasznalt adathalmaz magyar nyelvi, a leg-
jobban teljesité modellek mind tobbnyelviiek, ami arra utal, hogy eredményeink
valoszintileg méas nyelveken is alkalmazhatok és hasznosak, tilmutatva a magyar
nyelvi kontextuson. Emellett az ismertetett modszertan hatékonyan kdvethets
egy gyakorlatban alkalmazand6 szemantikai keresérendszer 1étrehozasakor is.

A cikk felépitése a kovetkezs: a 2. fejezet Osszegzi a legrelevansabb korabbi
kutatasokat. A 3. fejezet bemutatja a tanulmanyban hasznalt adathalmazt. A 4.
fejezet ismerteti a vektorizalasi folyamat sorén felmeriilé nehézségeket és a kiér-
tékelési metrikdkat. Az eredményeket a 5. fejezetben mutatjuk be és targyaljuk.
Végiil a kovetkeztetéseket az 6. fejezetben vonjuk le.
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2. Kapcsol6doé irodalom

A hosszi szovegek kozotti szemantikai hasonlosag alapi keresés régota fennalld
probléma a természetesnyelv-feldolgozéasban, kiilonosen az informécié-visszake-
resd rendszerek megjelenése ota (Salton és McGill, 1986). A szovegek vektoriza-
lasa alapvets szerepet jatszik a hasonlosagok azonositasaban, példaul koszinusz
tavolsag segitségével (Qian és mtsai, 2004).

A transzformer-alapti megoldasok a kontextusablak révidségébsl adodd prob-
léméara tobbféle megoldasi kisérletet is tettek. A feladatot Wang és mtsai (2023)
példaul egy hosszu szovegek feldolgozasara optimalizalt modellel (LTR-BERT)
oldottak meg, amely a szovegeket paragrafusokra bontja. A szerzok egy linearis
réteggel kompresszaltak a BERT rejtett rétegét és ebbdl tortént egy Q&A-s fi-
nomhangolas.

Limsopatham (2021) &sszehasonlitotta egy osztéalyozasi feladaton a hosszi jo-
gi dokumentumok elejérél vagy végérél 512 tokent megtarté truncationt, a 200
token hosszii részekre darabolast, illetve ezek &tlagos és maximalis poolingjét
BERT modellekkel, jogi elGtanitassal és anélkiil is. Osszevetette tovabba a na-
gyobb kontextusablakkal bird, de jogi adaton nem elStanitott BigBird (Zaheer
és mtsai, 2020) és Longformer (Beltagy és mtsai, 2020) alapi modelleket is.
Az eredmények azt mutattak, hogy a truncation alkalmazasa a leggyengébb tel-
jesftményt eredményezte, mig mindkét pooling alapt darabolas jelentGsen jobb
eredményeket hozott, tovabba a jogi el6tanitas is javitott a teljesitményen. Mind-
ezek ellenére a Longformer és a BigBird modellek felillmulték az Gsszes egyéb
megkozelitést, még akkor is, ha nem voltak a jogi doménre elGtanitva.

Vatsal és mtsai (2023) szintén hossza jogi szovegek osztalyozésakor azt tapasz-
taltak, hogy a feldarabolt szovegrészek kozti atlapolassal (striding) lehetett az
adott feladatot a legpontosabban megoldani. A legjobb eredményeket 64 token
hosszisagu stride hasznalataval érték el.

A jelen tanulméany az 4j beagyazasi modellek Gsszehasonlitasara és a hosszu
szovegek feldolgozési kihivasainak kezelésére fokuszal.

3. Adathalmaz

A vizsgélatunk sordn hasznalt adathalmaz 1172 magyar birésagi hatarozatbol
all, amelyek minden birosagi szintet lefednek. Ezeket korabbi kisérletekben mar
alkalmaztuk teszthalmazként (Csanyi és mtsai, 2024). A dokumentumokat egy
LSTM alapt retorikai szerepeket figyelembe vevd neuralis modell (Rhetorical
Role Labeler - RLL) cimkézte, amelyet a szerz6k tanitottak be. Ez az RLL
modell mondatokra bontja a dokumentumokat, és minden egyes mondatot az
alabbi cimkék egyikével 1at el:

— Tényallas: minden mondat, amely leirja, hogy mirél szél a jogvita.

— Pertdrténet: mivel a birosagi hatarozatok minden szintjét vizsgaltuk (Ka-
ria, Térvényszékek, [télstablak, Kozigazgatasi Birésagok stb.), a dokumen-
tumok tartalmazhatnak informéciokat korabbi dontésekrdl is.

— Felek érvei: a felek érveirdl és kérdéseir6l szolo mondatok.
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— D0&ntés: az itéletet leir6 mondatok.

— Birosag érvelése: a birdi érvelés a dontés jogi alapjat illetGen.

— Indokolas: az itélet indoklasét, a birdsag érvelését tartalmaz6é mondatok.

— Perkoltség: mondatok arroél, hogy az itélet alapjan melyik félnek mennyit
kell fizetnie perkoltségként.

— Rendelkezd rész: az itélet gyakorlati kovetkezményeit lefr6 mondatok, pél-
déul hogy az alperesnek X Osszeget kell fizetnie kartéritésként a felperes
részére.

— Egyéb: egyik fenti kategoridba sem tartozo részek, példaul alairdsok, a do-
kumentum fejléce, keltezés, fejezetcimek stb.

Mivel egy olyan rendszert kivantunk létrehozni, amely képes hasonl6 birésagi
hatarozatokat megtalalni egy révid esetleirds alapjan, igy ezekbdl most csak a
Ténydllds mondatokat hasznaltuk fel.

3.1. Tényallasvazlatok

Azért, hogy a kiértékelés koltséghatékony és reprodukalhaté legyen, a kereséshez
kivonatokat készitettiink, amelyek egy-egy iigy tényallasat irjak le. Ezeket az
adott dokumentumokboél hoztuk létre, eltdvolitva minden specifikus azonositot,
példaul helyek, szervezetek nevét, datumokat stb. Erre az el6feldolgozasra azért
volt sziikség, hogy a keresés soran a hasonlosag alapjat ne konkrét részletek (pl.
az eljar6 bir6 neve) adjak, hanem az iigyek valodi, absztrakt jogi tartalma. Ez
jo eséllyel pozitivan hat a gyakorlatban felmeriil§ keresések hatékonysagara is,
hiszen a jogi munka soran a cél a lényegileg hasonlo iigyek megtalalasa. Az igy ke-
letkezett kivonatokra a tanulmanyban ténydlldsvdzlatokként hivatkozunk. Ezek
keletkezési modja miatt elvarhato, hogy ha egy adott dokumentumra keresiink
a beldle készitett tényallasvazlat segitségével, akkor az a legelsé talalatok kozott
szerepeljen. Ez lehet6vé teszi a kiillonb6zs szévegbedgyazasi modellek Gsszeha-
sonlitasat megfelel6 metrikak, példaul a Mean Reciprocal Rank alapjan.

Kétféle megkozelitést probaltunk ki a tényallasvazlatok elkészitése soran. El6-
szor az OpenAl GPT 3.5 turbo modelljét hasznaltuk az API completion vég-
ponton keresztiil, hogy az adott dokumentum Ténydllds részéhez tartoz6 monda-
tokbol Gsszefoglalot készitslink. Az alkalmazott modell a gpt-3.5-turbo-1106
volt. Ebben a fazisban az 1. példdhoz hasonlé promptokat hasznaltunk.

1. Példa. Foglald 6ssze a """ jelek kézotti szoveget mazimum 8 mondatban gy,
ahogyan azt eqy tgyvéd tenné, aki hasonld dokumentumokat keres eqy jogi adat-
bdzisban. Az dsszefoglald ne tartalmazzon semmilyen konkrét informdciot, mint
példdul foldrajzi nevek, pontos ddtumok, szervezetek nevei vagy egyszavas keresé-
si kifejezések. Csak az dtfogalmazott széveget add vissza, amely legyen koherens,

2-8 mondatos, révidebb az eredetinél, és ne mdsolja az eredeti szoveget. A szdveg:
nmnn nnn

Az instrukciok egyes valtozataiban kozos elem volt példaul az, hogy a modell
ne emlitsen konkrét névelemeket, valamint hogy inkdbb parafrazélja a széveget,
mintsem hogy annak konkrét részeit masolja egybe.
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Mivel azonban a modell sok esetben nem tartotta az utasitasokat, igy vé-
giil jogteriiletenként (kozigazgatasi, polgari, biintets, gazdasigi és munkaiigyi)
20-20 dokumentumhoz annotatorok kézzel készitettek tényallasvazlatokat, 6ssze-
sen 100-at. Ezt harom annotator végezte ugy, hogy atnézték, és sziikség esetén
teljesen atfogalmaztak a GPT altal generalt valaszokat. Azokban az esetekben,
amikor a modell altal készitett eredeti 6sszefoglalo is helyes volt, azt valtozatlanul
hagytak.

3.2. Az adathalmaz jellemzdgi

Az adathalmaz token-szintd statisztikait az 1. tablazat mutatja be. A T (vdzlat)
oszlop a kiértékeléshez kivalasztott 100 dokumentum tényallasainak eredményeit
tartalmazza, mig a T-vdzlat oszlop az annotatorok altal készitett vazlatok sta-
tisztikait mutatja be. Minden egyéb eredményt a teljes korpuszon szamoltunk
ki. A T oszlopoban a tényéllasra vonatkozo adatok lathatok.

A pontos modellnevek, azok kontextusablak-méretei és a beagyazasi dimen-
ziok az 3. tablazatban talalhatok.

1. tablazat. Tokenek szama (4tlagosan) és az egy tokenre jutd atlagos karakterek széa-
ma kiilénb6z6 tokenizalokkal mérve. Az egy tokenre juto karakterek aranyéat az 1 172
dokumentumot tartalmazoé teljes adathalmazon szamoltuk ki.

T |T (vazlat)|T-vazlat| kar./tok.
hubert
sbert hubert 969,17 | 697,36 82,02 4,694
danieleff
e5 large
e5 base
cohere 1140,09| 819,21 108,41 3,862
bge m3
jina_ v3
mcontriever 1492,35| 1091,38 139,82 2,908
openai_ada |50 46l 141187 | 181,77 | 2,250
openai 3 large

A kiilonb6z6 tokenizalok méshogyan tokenizéljak a szoveget, azaz példaul
atlagosan eltéré szamu karaktert fednek le tokenenként. Ez egyrészt szamit az
API-n keresztiil hivhaté modellek esetében, hiszen a hivas koltségét tokenekben
kell mérni, méasrészt befolyasolja, hogy az egyes modellek kontextusablakai hany
karaktert tudnak atlagosan lefedni.

A tablazatbol latszik, hogy tobb modell is azonos tokenizalot hasznéal. A
huBERT tokenizaloja teljesitett a legjobban, mig az openai tokenizaldja atlagosan
kétszer annyi tokent hasznal fel ugyanarra a szévegre nézve. Az XLM-RoBERTa
tokenizaloja pedig kozel 4 karaktert fed le 1 tokennel.
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A 8192 token szélességi kontextusablakot hasznalé modellek (openai, jina_v3,
bge_m3) esetében kiszamoltuk, hogy ez az ablak milyen aranyban fedi le az egyes
dokumentumokat. A részleteket a 2. tablazat mutatja be.

2. tablazat. A 8192 token szélességii kontextusablakot hasznaloé modellek altal teljesen
lefedett dokumentumok aranya és a kontextusablakot meghaladé dokumentumok ese-
tén az egy kontextusablakkal lefedett tokenek aranya.

Modell Lefedett dokumentumok [%]|Hosszt szévegek lefedett tokenjei [%)]
openai 97,01 60,59
bge m3, jina v3 98,55 63,02

A magas lefedettségi arany miatt valészinttlen volt, hogy a részekre bontas
jelent&s hatéassal lenne a 8192 token szélességii kontextusablakot hasznalé mo-
dellek eredményeire. Ezért a részekre bontést csak a bge_m3 modell esetében
szamoltuk ki, mig a tSbbi modellnél kizarélag truncated vektorformakat alkal-
maztunk. Fontos megjegyezni, hogy a kisebb kontextusablakot hasznélé model-
lek még a dokumentumok 50%-at sem fedték le teljesen. Ezért sziikséges volt
e probléméat kezelni annak érdekében, hogy elkeriiljiik az alacsony hatékonyséa-
gu szovegreprezentaciok hasznéalatat. A probléma megoldasanak részleteit lasd a
4.1. fejezetben.

4. Alkalmazott modszerek

A fejezet roviden bemutatja a tanulmanyban hasznalt vektorizalasi formékat,
valamint az eredmények értékelésére alkalmazott modszereket.

4.1. Vektorizalas

A vektorizalas minGsége kulcsfontossagu a vektoros keresés soran. A tanulméany-
ban kiprobalt vektorizalasi modelleket a 3. tablazat tartalmazza. A cohere,
openai_3_large, openai_ada és jina_v3 modelleket API-n keresztiil értiik el.
Ez fontos informaci6é lehet olyan alkalmazasok fejlesztése soran, ahol a feldol-
gozott adatokat harmadik fél nem ismerheti meg, hiszen az API hivasok soran
az adatok mindenképpen eljutnak a feldolgozéast végzs szerverre, amely rejthet
magéban adatbiztonsagi kockdzatot. A fasttext modellt (Bojanowski és mt-
sai, 2017) 157 000 magyar birosagi hatérozat felhasznalasaval tanitottuk be a
hivatalos fasttext Python csomag segitségével. A modell egy skip-gram tipusa
modell (Mikolov és mtsai, 2013), ahol a negativ mintavételezést 10-re, a tanulasi
ratat pedig 0,05-re allitottuk, illetve 100 dimenzi6s vektorokat generaltunk. Min-
den egyéb paramétert az alapértelmezett beallitason hagytunk és az igy késziilt
modell jelentette a baseline megoldasunkat.

! https://txt.cohere.com/introducing-embed-v3,/ (2024.09.25)
2 https://platform.openai.com/docs/guides /embeddings/embedding-models
(2024.09.25)
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3. tablazat. A tanulmanyban Osszehasonlitott vektorizald6 modellek

Model neve Rovidités Kontextusablak Dimenzio
fasttext modell 157 000 magyar jogeseten tanitva (Bojanowski és mtsai, 2017) fasttext - 100
NYTK /sentence-transformers-experimental-hubert-hungarian (Osvath és mtsai, 2023) sbert _hubert 128 768
danieleff /hubert-base-cc-sentence-transformer danieleff 512 768
SZTAKI-HLT /hubert-base-cc (Nemeskey, 2021) hubert 512 768
intfloat /multilingual-e5-base (Wang és mtsai, 2024) eb_base 512 768
intfloat/multilingual-e5-large (Wang és mtsai, 2024) e5_large 512 1024
Cohere/Cohere-embed-multilingual-v3.0 * cohere 512 1024
facebook /mcontriever-msmarco (Izacard és mtsai, 2021) mcontriever 512 768
OpenAl text-embedding-ada-002 2 openai_ada 8191 1536
OpenAl text-embedding-3-large 2 openai_3_large 8191 3072
BAAI/bge-m3 (Chen és mtsai, 2024) bge_m3 8192 1024
jinaai/jina-embeddings-v3 (Sturua és mtsai, 2024) jina_v3 8192 1024

A kovetkezd csoport magyar nyelvre elGtanitott modelleké volt. Itt megvizs-
galtuk a finomhangolas nélkiili huBERT (Nemeskey, 2021) modellt illetve, két
masikat is: a mondatszint szemantikai hasonlosdgra S-BERT (Reimers és Gu-
revych, 2019) segitségével finomhangolt sbert_hubert modellt (Osvath és mtsai,
2023), valamint a Q&A-re finomhangolt danieleff modellt. Az sbert_hubert
modell a Hunglish 2.0 parhuzamos korpuszon (Varga és mtsai, 2007) keriilt fi-
nomhangoléasra, hogy hasonlé eredményeket produkaljon, mint a bert-base-
nli-stsb-mean-tokens (Reimers és Gurevych, 2019) modell. A korpusz jelen-
t6s része jogi szovegekbdl allt. A danieleff modellt 170 kérdés-valasz parral
finomhangoltak, amelyeket egyetemi tanulmanyi szabalyzatok 1000-5000 karak-
ter hosszil szakaszaibol vettek.

A kovetkezs csoport tobbnyelvi modelleket foglal magéaban, amelyek kérdés-
valasz, szemantikai hasonlosig és informécidvisszakeresési feladatokra lettek fi-
nomhangolva: tébbnyelvi e5 modellek (Wang és mtsai, 2024), Cohere tobbnyel-
vii beagyazasi modelll, BGE-M3 tébbnyelvii beagyazéasi modell (Chen és mtsai,
2024), a Jina Al tobbnyelvi beagyazasi modellje (Sturua és mtsai, 2024), vala-
mint a Facebook mContriever modellje (Izacard és mtsai, 2021). Ezeket t6bbek
kozott az MSMARCO Q&A adathalmazon (Bajaj és mtsai, 2016) finomhangol-
tak.

Az mContriever modell egy tobbnyelvii BERT alapt megoldas (Devlin és mt-
sai, 2018), amelyet a CCNet adathalmazon Wenzek és mtsai (2019) tanitottak
kontrasztiv tanulas (Izacard és mtsai, 2021) segitségével. A kontrasztiv tanulas
célja, hogy a lekérdezési reprezentécioé alapjan megtalalja a pozitiv dokumentum-
nak megfelel6 reprezentaciot a negativak kozott. A modellt mar sikerrel alkal-
maztak a ShunQA magyar nyelvi nyiltkérdés-megvalaszolo rendszerben (Berkecz
és mtsai, 2024).

Az e5 modellek XLM-RoBERTa alapu (Conneau és mtsai, 2019) tébbnyelvi
modellek, amelyek angol E5 alapt szévegbedgyazéasok tobbnyelvi kiterjesztései.
Ezeket gyengén feliigyelt kontrasztiv moédon tanitottak els szévegparokon, majd
kis mennyiségli magas mingségti cimkézett adaton feliigyelten finomhangoltak
Sket Wang és mtsai (2024).

A cohere modellek bedgyazasi technikdjarol nem érhetsk el részletes publika-
ciok kereskedelmi okok miatt, de egy blogbejegyzés' szerint ezek a beagyazasok
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a témak egyezését és a tartalom minGségét is figyelembe veszik, ami magasabb
mingségi kereséseket eredményezhet.

A bge_m3 modell szintén az XLM-RoBERTa alapt modellek kozé tartozik, és
t6bb mint 100 nyelvre biztosit reprezentaciokat kiilonbo6z8 szinteken (szo, bekez-
dés, teljes szoveg akar 8192 tokenig). Képes kezelni sparse, dense és tobbvektoros
visszakeresési feladatokat is.

A Jina AI v3 tobbnyelvi modellje (Sturua és mtsai, 2024) a legjobb nem
angol nyelvii eredményeket éri el a szemantikai széveghasonlosagi feladatokban az
MTEB ranglistan® (Muennighoff és mtsai, 2022). Ez a modell szintén 8192 token
hosszu kontextusablakkal rendelkezik, és szamos feladatra alkalmazhato, példaul
dokumentum visszakeresésre, klaszterezésre, osztalyozasra és szovegillesztésre.
A Matryoshka Representation Learning (MRL) technologianak koszonhetGen a
beagyazasi dimenzié akar 32-re is csokkenthets jelentss teljesitményveszteség
nélkiil.

Az OpenAl v3 bedgyazési modelljeit szintén Matryoshka Representation Lear-
ning technikaval tanitottak, amely lehet6vé teszi a beagyazasok leréviditését
anélkiil, hogy azok fogalomreprezent4lo tulajdonsagai sériilnének (Kusupati és mt-
sai, 2022).

Fontos még megemliteni, hogy az egyes modellek esetében mindig azzal a
modszerrel nyertiik ki a bedgyazasokat, amire a modell eredetileg tanitva lett.
Igy példaul a hubert esetében CLS vektorokat, a tébbi BERT modell esetében
pedig token atlagokat alkalmaztunk.

Hosszu szovegek kezelése A transzformer-alapt modellek kivaloan alkalma-
sak szemantikai kapcsolatok reprezentalasara. Azonban egyik jelent&s hatranyuk,
hogy csak rogzitett tokenablak méretig képesek szovegeket feldolgozni. Az nem
jelent problémat, ha a széveg rovidebb, mint a modell kontextusablaka. Fzzel
szemben kérdések meriilnek fel, ha a szévegek nem férnek bele ebbe az ablakba.
Ennek megoldaséara hét kiillonb6z6 megkozelitést hasonlitottunk Gssze, koztiik a
Last Chunk Scaling (LCS) modszert, amely kiilonosen hasznos, ha a széveg nagy-
jabol a kontextusablak méretének 2-5-szorose. Az alkalmazott megkozelitések a
kovetkezsk:

— truncated: ez a legegyszeriibb megkozelités, amely csak a dokumentum elsé
kontextusablak-méretii részét tartja meg. Fontos megjegyezni, hogy kiilon-
b6z6 modellek eltérd szamu karaktert képesek lefedni. Ez az alapértelmezett
(baseline) modszer.

— chunked: a dokumentumot kontextusablak-méret darabokra bontja gy,
hogy a szavak ne legyenek kettévagva, csak a szavak végén torténjen a fel-
osztas. Ezekre a darabokra kiszamitjuk a vektorokat, majd ezek atlagolasaval
egy dokumentumvektor jon létre.

— stride: a dokumentum darabolésa hasonlé a chunked megkozelitéshez, de
biztositja, hogy az egyes darabok kozott legyenek atfedd tokenek, ahogy azt

3 https://huggingface.co/spaces/mteb /leaderboard
10
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Vatsal és mtsai (2023) is leirja. Ezek a darabok szintén atlagolasra keriil-
nek egy dokumentumvektor létrehozésahoz. Két kiillonb6z6 stride méretet
teszteltiink: a kontextusablak 25%-4t és a fix 16 tokent.

— last chunk scaling (LCS): ez a technika alkalmazhaté a chunked vagy
stride modszerek mellett. A dokumentum darabolasa utan az utolsé darab
altalaban kevesebb tokent tartalmaz, mint a kontextusablak. Megoldasunk
az utols6 darab vektorét az alabbi faktorral skaldzza: 1astchunk tokenck szfma,

Ezt a modszert a chunked és mindkét stride megkozelitéssel (25% és fix 16

token) teszteltiik.

A stride és az LCS modszerek célja a kontextusablaknyi részekre bontés hat-
ranyainak enyhitése. A stride a tokenek megosztasaval kezeli a részek elkiiloniilé-
sét, mig az LCS megakadélyozza a kisebb darabok tulsilyozasat, amely torzithat-
ja az atlagvektort. Ez kiillondsen fontos volt a mi esetiinkben, ahol a Tényallasok
atlagosan 2-8 részbdl alltak, a vektorizalotdl fliggGen.

Osszességében hét megkozelitést teszteltiink a legfeljebb 512 tokent kezels
modelleken: truncated, chunked, chunked+LCS, stride (25%), stride (25%)+LCS,
stride (fix 16) és stride (fiz 16)+LCS.

4.2. Kiértékelés: Mean Reciprocal Rank

A kiértékelés soran a széles korben hasznalt Mean Reciprocal Rank (MRR) mé-
részamot alkalmaztunk.
Az MRR a koévetkezSképpen szamithato:

11
MRR=- — 1
RR=23"- )

=1

ahol n a kiértékelés soran hasznalt dokumentumok szédma (jelen esetben 100 do-
kumentum), r; pedig a relevans dokumentum visszakeresett pozicioja. Az MRR
olyan metrika, amely akkor alkalmazhat6, ha egy adott lekérdezéshez ismert az
elvart dokumentum, ami a a 3.1. fejezetben ismertetett adathalmazra teljesiil.
Fontos kiemelni, hogy a keresés soran mind az 1172 dokumentumban kerestiink,
de csak 100 tényallasvazlattal.

5. Eredmények

Az MRR eredményeket a 4. a tablazat ismerteti. Az MRR pontszamokat 100-
zal megszoroztuk, igy az elméleti maximalis érték 100. A tovabbiakban erre a
megszorzott értékre hivatkozunk MRR-ként. Minden sor legjobb eredményét fél-
kovér kiemeléssel jeloltiik. A chunking sor az alkalmazott részekre bontési mod-
szereket mutatja:

— trunc: a truncated moédszert jelenti,
— 0: a0 token atfedéses stride-ot jelenti, amely egyenértékii a chunked opcidval,
— 16: a 16 tokenes atfedéses stride beéllitast jelenti,

11
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— 25%: a kontextusablak 25%-anak megfelels atfedéses stride-ot jelenti,
— LCS: jelzi, alkalmaztuk-e a Last Chunk Scaling technikat.

Az OpenAl és Jina bedgyazasi modellek esetében azok nagy kontextusablaka
miatt csak a truncated vektorokat szamoltuk ki.

4. tablazat. MRR eredmények (100-zal szorozva)

chunking/stride | trunc 0 0 25% 25% 16 16
LCS False False True False True False True
bge m3

cohere

danieleff

fasttext

hubert 8,79
e5_base 88,77
e5_large 91,81
jina_v3 -
mcontriever 91.42

openai_3 large -
openai_ada - - - - - -
sbert _hubert 34,81 60,43 57,31 57,17 57,91 58,56 58,11

A legrosszabb teljesitményt a hubert nyujtotta, amely ramutat a feladat-
specifikus finomhangolas fontossagara. A kovetkezd csoport a kis kontextusab-
lakkal rendelkez sbert_hubert modellt, valamint a doménspecifikusan tani-
tott fasttext modellt tartalmazta. Az sbert_hubert modellt mondatok sze-
mantikai informéciéjanak reprezentilasara finomhangoltak, igy nem meglepd,
hogy jobban teljesitett, mint a nem finomhangolt hubert. A fasttext elkii-
16niil az 6sszehasonlitott vektorizalasi modszerektsl, mivel ez az egyetlen nem
transzformer-alaptt modell. Ennek ellenére sikeriilt feliillmulnia a 128-as token-
ablaku sbert_hubert modell kiillonb6z6 beéllitasainak tobbségét, bar elmaradt
a nagyobb kontextusablakkal rendelkezd modellek teljesitményétsl.

A kovetkezs szintet a danieleff modell képviselte, amelyet kérdés-valasz
(Q&A) feladatra finomhangoltak, kevesebb, mint 200 példan. A modell kontex-
tusablaka négyszer nagyobb (512), mint az sbert_hubert modellé (128). Az
eredmények arra utalnak, hogy a kontextusablak méretkiilonbsége és a feladat-
specifikus finomhangolas sokkal fontosabb tényezs, mint a részekre bontasi, stride
és LCS modszerek Osszessége, mivel a danieleff modell 20 ponttal el6zte meg
az sbert_hubert modellt.

Ugyancsak jelentss, kb. 8-12 pontos novekedés volt megfigyelhets az MRR-
ben a tobbnyelvii mcontriever és E5 alapti modelleknél a danieleff-hez képest,
elérve a 91,42-es és a 92,45-6s legjobb MRR értékeket. Ez azt igazolja, hogy
pusztan a szemantikai tulajdonsagokra orientalt finomhangolas nem elegendd a
hasonlo tényéllasokat felvonultatd jogesetek keresése esetén. A passage-retrieval
stilust finomhangolas 1j szintre emeli a teljesitményt.
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A legjobban teljesité OpenAl modell a nemrégiben megjelent openai_3_large
volt, amely 93,05-6s MRR-t ért el, 10 ponttal megel6zve a kordbbi openai_ada
modellt. A jina_v3 modell 93,08-as MRR értéket ért el, szorosan megel6zve a
openai_3_large modellt. A bge_m3 modell a mésodik legjobb MRR eredményt
érte el 93,67-es eredménnyel. A legjobbnak a cohere beagyazas bizonyult, 95,03-
as MRR értékkel, annak ellenére, hogy csak 512 token szélességli kontextusab-
lakkal rendelkezik.

5.1. Hosszu szovegek kezelésére alkalmazott megkozelitések
osszehasonlitasa

Az 1. dbran az atlagos MRR javulasok lathatdak az egyes modszerek esetében a
truncated megoldéashoz képest.

MRR javulas

0
chunking chunking_LCS stride_25% stride_25%_LCS stride 16 stride_16_LCS

1. abra: Atlagos MRR javulas a kiilonb6z6 hosszt szévegek kezelésére alkalmazott
megkozelitések esetében a truncated megkozelitéshez képest

Az 1. 4bran bemutatott eredmények szerint barmely részekre bontési straté-
gia jelentGsen javitja a modellek teljesitményét a truncated modszerhez képest.
Ez az eredmény 6sszhangban all a korabbi kutatéasokkal is (Vatsal és mtsai, 2023).
Altalanossagban elmondhato, hogy amikor LCS-t alkalmaztunk, az eredmények
jobbak lettek, mint anélkiil. Az LCS alkalmazésa 0,84-es névekedést eredménye-
zett az atlagos MRR-ben (72,01—72,85). Azonban, ha csak a harom legjobban
teljesité modellre (cohere, e5_large és mcontriever) fokuszalunk, azt lathat-
juk, hogy az LCS atlagosan 1,81-es novekedést eredményezett (90,29—92,10).
Atlagosan és a legjobb 3 modell esetében is a legjobb részekre bontési modszer
a stride 16+LCS megkozelités volt, amelyet szorosan kévetett a chunked+LCS.
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Meglepd, hogy a 25%-os stride nem javitotta az eredményeket. Ezzel szemben a
stride 16 a legtobb esetben javitotta a teljesitményt ez utébbihoz képest.

6. Kovetkeztetések

Cikkiinkben jogi szovegeken alapulé szemantikai hasonlosdgkeresési feladatot
vizsgaltunk meg egy 1172 magyar birésagi hatarozatot tartalmaz6 korpuszon.
Létrehoztuk egy hasonld tényallasokat tartalmazo iigyek keresésére alkalmas
szemantikai hasonlésdgkeress-rendszer alapjait, amelyhez bemenetként elegen-
dé egy rovid tényallasvazlat megadasa.

A kerestrendszerek kiértékelése Osszetett feladat, hiszen a keresési teljesit-
mény megbizhato értékelése megkoveteli az Gsszes visszakeresett dokumentum
alapos vizsgalatat. Ez az emberi részvételt igényls feladat azonban koltséges,
és az értékelési eredmények ujrafelhasznalhatésaga korlatozott lehet. Ezt a kihi-
vast az OpenAl gpt-3-turbo modelljének segitségével kiséreltiik meg megoldani,
amellyel vazlatokat generaltunk a tényallasokhoz, ezeket pedig egyenként kézzel
ellendriztiink, modositottunk. Ez lehet6vé tette szamunkra, hogy megmeérjik az
eredeti dokumentum helyezését a visszakeresett dokumentumok kozott, igy a
kiilonb6z6 vektorizacios modszerek mennyiségi szempontbol dsszehasonlithatova
valtak.

Osszehasonlitottunk egy jogi teriiletre betanitott fasttext modellt és tizen-
egy transzformer-alapu vektorizacios megoldéast a szemantikus keresés vizsgala-
tdhoz. Az eredményeink mas visszakeresési feladatok, példaul a Retrieval Aug-
mented Generation (RAG) alkalmazasok szempontjabol is hasznosak lehetnek.

A transzformer-alapi modellek kontextusablaka altalaban nem képes lefedni
a teljes dokumentumot. Megvizsgaltuk és Gsszehasonlitottuk, hogy a dokumen-
tumok kontextusablak méreti részekre bontasa, a stride technika (atfeds kontex-
tusablak méretd részek létrehozasa) és az utolsé vektor silyozésa, a last chunk
scaling (LCS) hogyan befolyasolja a vektorok mindségét az els6 kontextusab-
lak hasznalatahoz képest. Eredményeink azt mutattak, hogy az LCS hatékonyan
javitotta a vektorok minGségét, és minden részekre bontasi modszer felillmulta
a truncated beéllitast. A stride technika eredményei a stride hosszatol fliggGen
valtoztak, ezért ezt a moddszert az adott feladathoz igazodd kiilonbozs stride
értékekkel kell tesztelni.

A legjobb eredményeket 16 token hosszu stride alkalmazaséaval értiik el, amely
a legjobban teljesité Cohere és E5 modellek kontextusablak-méretének 3,125%-
at tette ki. A legjobban teljesité modellek sorrendben a kévetkezsk voltak: Co-
here embed-multilingual-v3.0 modellje, a BAAI bge-m3 modellje, Jina Al
jina-embeddings-v3 modellje, OpenAl text-embedding-3-large modellje és
a Microsoft multilingual-e5-large modellje. Tehat a megkozelitésiinkkel si-
keriilt egy 512 hossza tokenablakkal biré modellel jobb eredményt elérni, mint
tobb 8192 hosszusagt modellel.
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A pragmatikai annotacio kontextusfiiggoésége nagy
nyelvi modell esetében — felszolité alakok funkcidinak
annotalasa huBert modellel
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Kivonat: Természetes nyelvi szovegekben a pragmatikai jellemz6k annotélasa
soran nagy kontextust kell figyelembe venni. Tanulmanyunkban azt vizsgaljuk,
hogy egy pragmatikai jellemz6é automatikus annotalasa soran milyen hatassal
van a rendelkezésre allo kontextus nagysaganak a valtozasa. A vizsgalat egy
olyan korpuszon tortént, melyen rendelkezésre allt egy manualisan rogzitett
pragmatikai annotacio a felszolitd alakok funkcioinak kategorizalasara. A kor-
pusz segitségével a huBert base nagy nyelvi modellt finomhangoltuk az annota-
cids feladat elvégzésére, és megvizsgaltuk, hogy a modell az annotalds soran
milyen mértékben tamaszkodik a rendelkezésre 4116 kontextusra. A kontextualis
hatéast kétféleképpen vizsgaltuk: a tanitdoszekvencidk hosszanak valtoztatasaval
hogyan befolyasolja a modell Gsszesitett pontossagat; illetve az annotdlando
elemek szekvencian beliili elhelyezkedése milyen hatassal van az annotaciod
pontossagara.

1 Bevezetés

Természetes nyelvi szovegekben az elemek nyelvi jellemzdinek meghatarozasa soran
a jellemz6tol fiiggd mértékben kell kiilonb6z6 nagysagu kontextust figyelembe venni.
Morfologiai jegyek vagy a POS-tagek meghatarozasanal elegendé néhany szavas
kontextus ismerete, szintaktikai jellemzOknél a mondatnyi kontextus ismeret lehet
sziikséges, szemantikai jegyeknél viszont mar egy-két mondatnyi kontextusra és
szlikség lehet. Pragmatikai jellemzOk esetében viszont sokszor a teljes szoveget figye-
lembe kell venni a nyelvi elemek helyes annotalasahoz. Tanulmanyunkban azt vizs-
galjuk, hogy egy pragmatikai jellemz6 automatikus annotaldsa soran milyen hatassal
van a rendelkezésre allo kontextus nagysaganak a valtozasa.

Vizsgalatunkat a MedCollect Egészégiigyi alhirkorpuszon (Németh T., 2023; Szé-
csényi és mtsai, 2024) végeztiik, melyen rendelkezésre allt egy koradbban kézi annota-
cioval rogzitett pragmatikai annotacio, a felszolitdo alakok funkcidinak azonositasa
(Szécsényi és mtsai, 2024). A korpusz segitségével a huBert base nagy nyelvi modellt
(Nemeskey, 2020; 2021) finomhangoltuk az annotécios feladat elvégzésére. A tanitas
elsdleges célja az volt, hogy a manudlis annotalast megkozelitd pontossagu automa-
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tikus annotald eszkdzt hozzunk létre, kozvetett, de jelen tanulmany szempontjabol
fontosabb célja pedig az, hogy megvizsgaljuk, hogy a modell az annotalas soran mi-
lyen mértékben tamaszkodik a rendelkezésre allo kontextusra. Az a kiinduld hipotézi-
stink, hogy a megfeleld megbizhatosaggal mitkodé gépi annotalas soran is jobb ered-
mény érhetd el, ha az elemz6 eszkdz szamara nagyobb kontextus hozzaférheto.

A kontextudlis hatast kétféleképpen vizsgaltuk. Egyrészt azt néztiik meg, hogy a
tanitas €s a teszt soran hasznalt szekvencidk hossza befolyasolja-e az annotélas pon-
tossagat: elvarasunk szerint a hosszabb tanit6 és teszt szekvencidk esetében nagyobb
az annotalas pontossaga. Masrészt azt vizsgaltuk, hogy az annotaland¢ kifejezéseknek
pontossagat. Elvarasunk szerint a szekvencidk elején és végén kisebb a pontossag a
szekvencia kozepéhez viszonyitva, tovabba a szekvencia belsejében a szekvencia
elejétdl mért tavolsaggal ndvekszik a pontossag, vagyis a baloldali kontextus nagyobb
hatassal van a felszolit6 alakok funkcidinak a meghatarozasanal.

A kovetkez6 szakaszban bemutatjuk a korpusz annotacios sémajat, a manualis an-
notalas jellemzdit, valamint a manualis annotalas pontossagat befolyasolo tényezoket.
A 3. szakaszban a huBert base finomhangolasanak részleteit targyaljuk. A 4. szakasz

crer

crer

kovet.

2 A felszolito alakok funkcidoinak kézi annotalasa a MedCollect
korpuszban

A felszolitas (direktiva) a nyelvi manipulacio eszkoze, amellyel a beszédpartnert vagy
a szOveg olvasojat probaljuk meg ravenni egy olyan tevékenység jovobeni elvégzésé-
re, amelyet egyébként nem feltétleniil tenne meg. A felszdlitas legkdzvetlenebbiil
felszolitd alaku igét tartalmazd megnyilatkozasokkal torténhet, de megvaldsulhat
indirekt médon is, példaul kérd6é mondattal: Ide tudnad adni a sot?

A felszolito alakoknak azonban nem csak a felszolitas kifejezése lehet a funkcio-
juk. A MedCollect korpusz annotacidja soran a felszolité alakok kiilonb6z6 funkcio-
ban val6 hasznalatanak azonositasa volt a cél, az annotalas soran a felszolito alakok-
hoz egy-egy funkcio lett rendelve értékként. Vegyiik sorra ezeket az értékeket a kor-
puszban val6 eléfordulasuk gyakorisaga szerint!

Nodirectiva — olyan felszolitéo alakok, amelyek nem hajtanak végre felszoli-
tast, és a tobbi nem felszolitdé funkciot sem kapjak meg. Ezek leggyakrabban koto-
modban all6 igék, pl. Belefaradtam, hogy dallandéan maszkot viseljek.

Sajat hangu - olyan felszolitas, amelyben a szoveg alkotdja szolitja fel a sz6-
veg olvasdjat valamire, pl. Mindenki viseljen maszkot!

Kozvetitett — olyan felszolitds, amely a szoveg olvasdjara iranyul, de a felszo-
litas forrasa nem kozvetleniil a szovegalkotd, hanem valaki mas, a szovegalkotd csak
kozvetiti azt, de egyet is ért vele. Pl. 4 szakérték szerint is viseljiink maszkot. A sajat
hangt és a kozvetitett felszolitasok valodi felszolitasok.
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Meta — olyan felszolitas, amit valaki intézett valaki felé, de az nem a szdveg olva-
soja (Az USA elndke felszolitotta a New York-iakat, hogy viseljenek maszkot.), vagy
ha igen, akkor a szdvegalkotd nem ért vele egyet (4z oltdsellenesek azt akarjak, hogy
ne viseljiink maszkot.). Ezekben az esetekben a szoveg szerzdje csak beszdmol egy
felszolitasrol.

Szovegszervezd — lehet ugyan valamilyen felszolito erejiik, elsddleges funkei-
6juk azonban a figyelemiranyitas, a szoveg koherencidjanak megteremtése, pl. Ldsd a
kovetkezo példat!

Interakciéds — olyan felszolito alak, amelyek a beszélének vagy a hallgatonak
a szOoveg megértését segitd tevékenységgel, vagy a beszélo és a hallgatd kozotti vi-
szonnyal kapcsolatos, pl. Gondoljunk csak bele! Hogy dszinte legyek...

Ambiguous — olyan felsz6lit6 alak, amely a fentebb megadottak koziil tobb funk-
cioval is rendelkezhet.

A korpusz maga 707 darab online elérhetd nyilvanos weboldalrél szarmazo hirsze-
i egészségiigyi témaju szoveget tartalmazott, a korpusz osszterjedelme kb. 370 000
token. A kézi annotalas soran 2664 felszolito alak keriilt cimkézésre. Az annotalasban
22 annotator és 2 kurator vett részt, az annotatorok 6sszmunkaideje kb. 400 ora volt.
A kézi annotalas sordn a felszolitd alakok funkcidinak megallapitasan kiviil még két
masik jegy is jelolve lett (source: a felszolitas forrasa; target: a felszolitas cél-
zottja), de ezek a gépi tanulasi kisérletek soran nem lettek figyelembe véve.

A felszolito alakok funkcidinak meghatarozasa soran az annotatoroknak olyan don-
tést kellett végrehajtaniuk, ami nem kizarolag az annotalandd elemek és kozvetlen
szovegkdrnyezetiik formai jellemzdire tAmaszkodik, hanem sokszor a tdgabb kontex-
tust és az olvasdi hattértudast (vilagtudas) is felhasznald kovetkeztetéseket is figye-
lembe kellett venni (1. pl. Archer és mtsai, 2009; Mila-Garcia, 2018). A tagabb kon-
textus hatdsa példaul akkor jelentkezik, amikor egy hosszabb szovegben a felsz6litd
alak megjelenési helyénél akar bekezdésekkel korabban jelzi a szoveg, hogy valaki-
nek a véleményét idézi (példaul egy interjuban), és ezért a felszolitd alakot meta
vagy kozvetitett cimkével kell ellatni. Annak eldontéséhez pedig, hogy a két
cimke koziil melyik a helyes, az olvasd (annotator) hattértudasara alapuld kovetkezte-
tés sziikséges, ti. hogy a szoveg alkotdja vajon egyetért-¢ a felszolitassal (kozveti-
tett), vagy sem (meta). A felszolitd alakok funkcidinak meghatarozasa soran to-
vabbi tényezoként jelenik még meg az annotatorok egyéni kiilonbségei is: a felszolitas
er6sségének, vagy akar a felszolitds meglétének a megitélése is eltéré lehet
annotatoronként.

A kontextus hatasa, a hattértudas felhasznalasanak sziikségessége és az
annotatorok egyéni kiilonbségei miatt a pragmatikai jegyek annotalasa soran sokkal
kisebb az annotatorok kozotti egyetértés mértéke, mint példaul a morfoldgiai vagy
szintaktikai jellemzék megallapitasa soran. Azonban az annotatoroknak a kurator altal
elfogadottol eltérd annotacidja nem tekinthetd feltétleniil annotalasi hibanak: az elté-
rések egy része tényleges hiba (pl. figyelmetlenség), mas része viszont a lehetséges
eltéré megitélésbol fakad.

A felszolito alakok funkcidinak annotaldsa soran az annotatorok atlagosan 0,824
pontossaggal és 0,846 fedéssel dolgoztak, az F1 értékek atlaga pedig 0,830 volt. A
megbizhatosagi értékek szamitasanal a kurator altal elfogadott annotaciokat tekintet-
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tik helyesnek. Az 1. Téablazat azt mutatja, hogy az annotatorok atlagosan milyen
pontossaggal, fedéssel és F1 értékkel tudtak az egyes jegyeket azonositani.

1. Tablazat: A manualis felszolitasannotalas megbizhatdsagi értékei jegyenként és

Osszesitve
Pontossag Fedés F1
nodirectiva 0,83 0,88 0,85
sajat_hangu 0,91 0,90 0,90
kozvetitett 0,63 0,60 0,60
meta 0,61 0,58 0,58
SZovegszervezo 0,75 0,82 0,76
interakcios 0,53 0,58 0,55
ambiguous 0,32 0,24 0,27
osszesitve 0,82 0,85 0,83

A rendelkezésre allé kézzel annotalt korpusz segitségével megprobaltunk egy nagy
nyelvi modellt finomhangolni az annotacios feladat elvégzésére. Célkitiizéslink az
volt, hogy egy olyan eszk6zt hozzunk 1étre, amely a manualis annotatorokhoz kdzelitd
megbizhatosaggal miikddik. Mivel a manualis annotacié megbizhatosagat befolyasold
egyik tényez6 a kontextus figyelembevétele volt, ezért az eszkdzon megvizsgaltuk a
kontextus hatasat is, ezt mutatjuk be a 4. és az 5. részben.

3 A huBert base finomhangolasa

Az automatikus annotacié megoldasanak fontossaga kettds: egyrészt a tanitokorpusz-
ként hasznalt annotalt korpusz bdvitése soran alkalmazhatd elGannotalasra, vagy az
annotatorok kivaltasara (a kuratori dontést meghagyva), masrészt pedig kdzvetleniil
hasznalhatjuk a felszdlitas funkcidit azonositani képes modellt olyan alkalmazasok-
ban, amelyekben sziikség van ilyen informaciora. Ha az erre a feladatra finomhangolt
nagy nyelvi modellt be akarjuk vetni éles terepen, szamot kell adni azokrol a potenci-
alis problémakrol, amelyekkel a human annotatorok is szembesiiltek, konkrétan a
kontextudlis hatdsrol és a hattértudasrol az automatikus annotacid soran.

A kettd koziil a hattértudas szerepének értelmezése egyértelmiibb. Egy nagy nyelvi
modell nem rendelkezik azzal a vilagrol alkotott mogottes tudassal, amivel a human
elemz6. Ennek a hianya azonban nem feltétlentil jelentds, hiszen az emberi befogado
szamara se feltétleniil sziikséges a vilagrol alkotott kép bevonasa a felszolitasok ér-
telmezésében, minddssze tampont lehet a helyes kategorizalashoz. Sokkal fontosabb a
kontextualis tényezok felmérésére vald képesség, ahogy azt korabban is emlitettiik.
A felszolitasok funkcidinak azonositisa soran a human befogaddk tdmaszkodnak a
szovegkornyezetre is, ezért felmeriil a kérdés a nagy nyelvi modellek alkalmazasa
esetében, hogy ,.figyelembe veszik”-e megfelelé modon a rendelkezésre allé kontex-
tust, ahhoz, hogy ez segitsen az annotalési feladatban. Ha a valasz igen, akkor pedig
mennyire komoly szerepe van a kontextus nagysaganak a modell megbizhatosaganak
mértékében?
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A feladat elvégzéséhez a huBert base modellt (Nemeskey, 2020; 2021) hasznaltuk,
amely egy, a Common Crawl adatbazis magyar részkorpuszan és a Wikipédia magyar
nyelvil szdvegein tanitott Bert modell. Ennek a finomhangolasahoz hasznaltuk fel a
MedCollect korpusz szdvegeit. Ahhoz, hogy a kontextus méretébdl adodo kiilonbsé-
geket tesztelni lehessen, eltérd tokenhosszusagu (64, 128, 256 és 512) szekvenciakra
szeletelve kapta meg a modell az egyes verziok tanitasa soran. Mivel a pragmatikai
annotalasnal relevans kontextualis informaciokat taldlhatunk a teljes szovegben is,
ezért a modellt nem mondatokra szegmentalt tanité adatokkal lattuk el, hanem a kor-
puszban taldlhato teljes szovegek adott tokenhosszusagu részeivel. Annak érdekében,
hogy tesztelhessiik a szekvencian beliili pozicio jelentdségét is, meg kellett oldanunk,
hogy minden annotaland6 szonak legyen kelld nagysagu bal- és jobboldali kontextu-
sa, ezért a szegmentumokat atfedéssel, eltolassal allitottuk eld. Ennek sematikus abra-
zolasa lathat6 az 1. abran.

)
)

é 5
¢ 4

Korpuszbeli szoveg

3RIDUIAYDZS

1. abra. A korpusz szovegeinek szekvenciakra osztasa 50%-os atfedéssel.

Az egymast kdvetd szekvenciak kozotti atfedés 50 szazalékos volt, tehat példaul,
ha 128 tokenes szegmentumokkal dolgoztunk, akkor az elsé szekvencia masodik 64
eleme megegyezett a kdvetkezo szekvencia elsé 64 elemével. Ezaltal, ha egy annota-
lando elem a szekvencidjanak a legvégén helyezkedett el, és nem volt mellette kelld
nagysagu jobboldali kontextus, a kdvetkez6 szekvenciaban kozéptajon jelent meg, igy
megfeleld méretli kontextus esetén is latta a tanulas soran a modell. Annak érdekében
hogy minden sz6 ugyanannyiszor (kétszer) szerepeljen a tanitd szekvencidkban, az
els6 szekvencia els6 felét, és az utolsé6 masodik felét kiilon szekvenciaként is szere-
peltettiik.

A tokenhosszlisagot leszamitva az egyes verziok minden masban megegyeztek
egymassal, hogy a kontextusméretet azonos koriilmények kozott tudjuk vizsgéalni. A
modellt 32-es batch-mérettel 4 epochban tanitottuk Se-5 tanulasi rataval. Emellett
tizszeres keresztvalidalast alkalmaztunk.

A modellt megbizhatdsagat a human annotatorokéhoz hasonléan értékeltiik: a ku-
ratori verziot tekintjiik a szovegek helyes annotalasanak, és ahhoz viszonyitottuk,
hogy mennyire tudja megbizhatéan megjosolni az annotalandé szavak cimkéjét a
seqeval (Nakayama, 2018) Python modul hasznalataval. A kiértékelésnél az egyes
jegyekre vonatkozo pontossag, fedés és F1 érték megallapitasan feliil a modell teljes
megbizhatésaganak jellemzésére az Gsszes jegyre vonatkozo sulyozott atlagat hasz-
naltuk. A kovetkezd szakaszban az egyes verziokra vonatkozo adatokat ismertetjiik,
illetve az ezekbdl levonhato kovetkeztetéseket részletezziik.
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4 A Kkiilonbozé szekvenciahosszusagu adatokkal tanitott huBert
pontossagi adatainak osszevetése

A szekvenciahosszusag, azaz az egyes annotacios dontések meghozasahoz rendelke-
zésre allo kontextus nagysaganak hatasanak vizsgalatara négy verziot készitettiink a
finomhangolt huBert base modellbdl. A verzidkra vonatkoz6é megbizhatosagi értékek
koziil az egyes kategoriakra vonatkozo F1 értékeket, valamint ezek stlyozott atlagat
az 2. Tablazatban lathatjuk.

2. Tablazat: A kiilonbdzé tokenhossziisagu szekvencidkkal tanitott modellek F1 érté-
kei kategorianként és Osszesitve
szekvenciahossz 64 128 256 512  support

nodirectiva 0,87 0,88 091 090 2828
sajat_hangu 0,86 0,86 0,85 0,89 2036
kozvetitett 046 045 044 047 402
meta 0,37 042 045 0,38 334
SZovegszervezo 0,74 0,78 0,76 0,78 189
interakcios 0,47 0,55 0,5 0,56 114
ambiguous 0,00 0,00 0,00 0,00 24

sulyozott atlag 0,80 0,81 0,82 0,83 5927

A verzidk sulyozott atlagat tekintve lathatjuk, hogy az elérhet6 kontextus novelé-
sével javult az automatikus annotacié megbizhatoésaga. A javulds azonban kis mérté-
ka, 0,80-ro1 0,83-ra emelkedett csak az F1 értékek sulyozott atlaga a 64-es maximalis
tokenhosszusagl verziotol az 512-es verzidig. A modell megbizhatosagardl azonban
elmondhaté minden verzid esetében, hogy Osszehasonlithaté a human annotatorok
altal elért megbizhatoésagaval (F1 = 0,830), tehat a munka elsddleges céljat elértnek
tekinthetjiik.

A két leggyakoribb cimke a tanitokorpuszban a nodirectiva és a sajat
hangu voltak. Ennek kdszonhetd lehet, hogy a modell minden tokenhosszisagnal
ezeknek az annotalasat tudta a leginkabb elsajatitani, és atlagon feliili, 0,9 koriili F-
értéket elérni. A tobbi funkcidobdl egy nagysagrenddel kevesebb tanité adat allt ren-
delkezésre, igy nem meglepd, hogy ezeket nem volt képes olyan jol elsajatitani. In-
kabb meglepd ilyen szempontbol, hogy a szévegszervezd funkcidt milyen magas
megbizhatosaggal sajatitotta el, tekintve, hogy ez volt az egyik legkisebb el6éfordulas-
sal all6 kategoria. Ennek az lehet az oka, hogy ez egy konnyen séméba rendezhetd,
véges szokészletet hasznald funkcid, amelynek a mintazatat néhany példa alapjan is
be lehet azonositani. Az egyes funkciok nem mutatjak a sulyozott atlagon megfigyel-
hetd6 monoton novekedést, de alapjaiban véve elmondhatd, hogy a nagyobb
szekvenciahosszlisag pontosabb annotaciohoz vezetett dsszesitésben és jegyenként is.
A modell egyszer sem jelolt az ambiguous cimkével, minden alkalommal, amikor a
tanitd adatok kdzott azt 1atta, valasztott neki egy olyan funkciot, amit felismert.

Annak ismeretében, hogy a rendelkezésre allé kontextusméret azonos koriilmények
kozott ugyan javitja a modell megbizhatdsagat, azonban ez a javulas kis mértékd,
felmeriilhet a kérdés, hogy sziikséges-e a nagyobb tokenhossziisagli verziok hasznala-
ta, vagy megelégedhetiink példaul a 128-as szekvenciahosszisaggal finomhangolt
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modellel is. A kisérlet tovabbi paramétercinek egyenléségénél azt mondhatjuk, hogy
igen, azonban a tanitds soran megfigyeltik, hogy a kisebb maximalis
tokenhosszusagll verziok a tanulas végére az egyes lépésekben kevéssel javultak mar
(64-es tokenhosszusagnal a cumulative loss a harmadik epoch végén 0,0103, a negye-
dik epoch végén 0,0082), mig a nagyobb tokenhossziisaguak még Iépésenként na-
gyobb javulast produkaltak (512-es tokenhosszusagnal a cumulative loss a harmadik
epoch végén 0,0235, a negyedik epoch végén 0,0174). Emiatt felmeriilhet a kérdés,
hogy maés tanitasi feltételek mellett egy nagyobb modell megbizhatobb eredményeket
mutatott volna-e. Gondolhatunk itt az epochok szdmanak novelésére, amellyel egy
sokkal id6igényesebb tanulasi folyamat allna eld, de tobb 1épés allna a modell rendel-
kezésére a nagyobb megbizhatosag elérésére, vagy eltérd atfedés alkalmazasara, hogy
tobb tanulhat6 adatpont szerepeljen a tanitokorpuszban. A legkézenfekvobb megoldas
ezzel kapcsolatban pedig természetesen a tanitdadatok szamanak ndvelése lenne, ez
azonban a jelenlegi helyzetben nem lett volna megoldhato.

Osszességében elmondhaté, hogy az elsé szami célunkat, az annotatorok eredmé-
nyeihez hasonld megbizhatosagi értékeket produkalni képes automatikus annotald
eszkozt el tudtuk érni. A kontextus méretének vizsgalatdban pedig arra jutottunk,
hogy mutat ugyan javulast a modell az elérhet6 kontextus novelésével, ez a javulas
nem nagy mértéki, igy azonos feltételek mellett azt mondhatjuk, hogy a kontextus
méretének hatisa az automatikus annotalds megbizhatésagara nem nagy.

5 A szekvencian beliili pozicié hatasa

A pragmatikai annotacié soran a kontextusnak az annotacid6 megbizhatosagara
gyakorolt hatasat mas modon is vizsgalhatjuk. Megnézhetjiik azt is, hogy az annotacid
tozik a szekvencidn belill elfoglalt helyétdl. A vizsgélat soran megallapithatjuk, hogy
a szekvenciak elején, kozepén vagy a végén talalhatdé elemek cimkézése tortént-e
megbizhatobb modon, illetve hogy ez a megbizhatésagvaltozas szimmetrikus-e, azaz
ugyanolyan hatdsa van-e¢ a bal és a jobb oldali kontextusnak. Varakozasunk szerint a
szekvenciak kdzepén nagyobb megbizhatosaggal osztalyoz az eszkéz, mint a sz€lein,
illetve a maximalis megbizhatosag a szekvencia kdzepétdl jobbra lesz megfigyelhetd,
vagyis nagyobb bal oldali kontextus sziikséges a helyes osztalyozashoz, mint jobb
oldali. A varhaté aszimmetria oka az, hogy a természetes nyelv hasznalata soran line-
arisan, balrdl jobbra produkaljuk és dolgozzuk fel a szdvegeket, és a feldolgozhato-
sdg, azaz a megértés szempontjabdl elénydsebb, ha a bal oldali kontextus hordozza
azokat az informaciokat, amelyek a megértéshez sziikségesek. Példaul a felszolitd
alakok megértése szempontjabodl azt, hogy egy felszolité alak nodirectiva, azaz
kotomodua-e, legtobbszor a felszolitdo alakot tartalmazo tagmondatot megel6z6 tag-
mondat igéje hatarozza meg, pl. Belefaradtam, hogy dllandoan maszkot viseljek.
Ugyanakkor a jobb oldali kontextus is fontos lehet bizonyos esetekben, példaul idézé-
sek esetében gyakran az idézett szovegrész utan jelenik meg az idézést kifejezd szo-
vegrészlet: Mindenki viseljen maszkot — mondta az dllamtitkdr. A kérdés az, hogy a
nyelvben megfigyelhetd aszimmetria jelentkezik-e az automatikus annotald eszkdz
miikddése soran is.
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Az 1. abran lathato volt, hogy a modell tanitasa soran hogyan lettek kialakitva egy
szoveg szavaibol 50 szazalékos atfedéssel az egyes, tanitasra €s tesztelésre hasznalt
szekvencidk. A szekvencian beliili pozici6 hatasanak vizsgalatdhoz pozicionként
Osszehasonlitottuk az egyes szekvencidknak a tanitdshoz hasznalt valtozatan megfi-
gyelhetd cimkéit ugyanezen szekvencianak a tesztelés soran megjosolt cimkékkel,
azaz gyakorlatilag a szekvenciakat a 2. abran lathaté moédon egymas alé toltuk, és az
elsé pozicidban megfigyelt és megjosolt cimkék alapjan szamoltuk az elsé pozicid
pontossagat, fedését és F-értékét, és igy tovabb: minden pozicidhoz meghataroztuk
ezeket a megbizhatosagi értékeket.
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2. abra. A nyelvi elemek cimkézésének megbizhatosagmérése pozicionként.

A felszolitod alakok funkcidinak meghatarozéasa soran szavakhoz lett cimke rendel-
ve, a szekvencidk viszont tokenekbdl allnak, ezért a vizsgalt cimkék a szd elsd

A megbizhatosagi értékek funkcionként kiilon-kiilon €s dsszesitve is meg lettek ha-
tarozva. A funkcionkénti szdmolasnal true pozitiv lett, ha a megfigyelt és a megjosolt
cimke is az adott funkciocimke volt; false pozitiv esetén a megjosolt cimke az adott
cimke volt, de a tényleges cimke ettdl eltérd (vagy 0 cimkéjii); false negativ esetében
pedig e megfigyelt cimke egyezett meg a vizsgalt cimkével, a josolt pedig nem. Az
Osszesitett megbizhatosag esetében TP-nek az azonos (de nem nulla) cimkézés, FP-
nek a kiilonb6z6 (de nem 0 josolt) cimkézés, FN-nek pedig a kiilonb6z6 (de nem 0
tanitott) cimkézés szamitott, azaz az osztalyozas mikroatlagot szamitottuk. A megbiz-
hatosagi értékeket 64, 128, 256 és 512 szekvenciahosszra is meghataroztuk, ezek
grafikonos abrazolasa a https://github.com/szecsenyi/MSZNY2025 githubon talalha-
to.

A pozicionkénti megbizhatosagi értékeknek igen nagy a szoérasa. Ennek leginkabb
az az oka, hogy az egyes pozicioknal aranylag kevés felszolito alak talalhatd. Az 1.
tablazatban is lathatd, hogy 6sszesen mintegy 6000 felszolito alakot kell felcimkézni,
ez 64 tokenhosszusagu szekvencidk esetében atlagosan 100 cimkét jelent, 512
szekvenciahossznal azonban csak 10-et. Még kevesebb atlagos cimkézés jut egy-egy
poziciora, ha csak az egyes értékek megbizhatdsagat vizsgaljuk: nodirectiva és sajat
hangu cimkékbdl 2000-3000 talalhato, de a tobbib6l mar csak 500 alatti mennyiségil.
Ez utobbi esetekben 64, illetve 512 szekvenciahossznal atlagosan mar csak 10, ill. 1
alatti mennyiség jut az egyes poziciokra, ezek az eredmények igy mar valdjaban érté-
kelhetetlenek.

A megbizhatdosagi értékek nagy szordsa miatt a pozicio és a megbizhatdsag kozotti
Osszefliggést a ponthalmazra illesztett gorbékkel lehet jobban szemléltetni. Masodfo-
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ka polinom illesztése esetén a kapott gorbe a maximalis értékhez viszonyitva szim-
metrikus, ezért a bal és jobboldali kontextus hatasanak a kiilonbségét nem mutatja.
Harmadfoku polinomnal mar lathato ez a kiilonbség is, ezért a grafikonoknal ezt al-
kalmaztuk. Otddfoka polinom esetében elég nagy pozicionkénti cimkeszdmnal még
jobban megfigyelhetd az Osszefliggés, ezért ilyen kozelitéseket is abrazoltunk. A
polinomok illesztését a numpy python library polyfit fiiggvényével végeztiik. A
polinomillesztés metrikajaként a polinom atlagos négyzetes eltérését (MSE) szamitot-
tuk, ami az abrak felirataban is megjelenik.

seqen: 120l Precision pol_order3 MSE:0.0030 seqlen 128 all Mecall pol_onder3 MSE 00027 seqen 128 all F1 pol order3 MSE:00025

3. abra. 128 tokenhosszisagl szekvencidknal az egyes poziciokban mért P, R és F1 értékek az
Osszes cimkét figyelembe véve, illetve a pontokhoz illesztett harmadfoku polinom.

Az 3. abran lathatd, hogy mindharom megbizhatdsagi érték esetében a széleken
alacsonyabb értékek vannak, mint a szekvencia kozepén. A regresszios gorbék tovab-
ba aszimmetridt is mutatnak, mivel a maximalis érték nem az szekvencia kdzepére
esik, és két oldalan nem ugyanolyan mértékii az értékek csokkenése. Az aszimmetria
még jobban megfigyelhetd 6tddfokl polinom illesztése esetén (4. abra): a szekvencia
kozepén talalhatdé ardnylag egyenletes szakasz bal oldalan hosszabb, de laposabb
emelkedés van, a jobb oldalan révidebb, de meredekebb csdkkenés.

seqen: 120 all Precision pol_orderS MSE:0.0020 seqlen 128 _all Mecall pol_onders MSE 00025 seqen 126 _all F1 pol orders MSE: 00024

4. abra. 128 tokenhosszusagu szekvencidknal az egyes poziciokban mért P, R és F1 értékek az
Osszes cimkét figyelembe véve, illetve a pontokhoz illesztett 6todfoka polinom.

A grafikonok alapjan a felszolit6 alakok funkcidinak megallapitasakor a huBert az
annotalt elemek bal oldalan nagyobb kontextust vesz figyelembe, mint a jobb oldalan,
de a két (kiilonb6z6 méretil) kontextus hatasa nagyjabol megegyezik. Az 4. abra gra-
fikonjai alapjan a relevans baloldali kontextus mérete kb. 25—-30 token hosszusagu, a
jobb oldal pedig 15-20.
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A kontextusfiiggdség az egyes funkcioknal is megfigyelhetd, bar kiilonbdzé mér-
tékben (5. abra). A nodirectiva értéknél nagyobb a kontextus hatasa, mint a sa-—
jat hangu értéknél, de a figyelembe vett kontextusok nagysaga nem kiilonb6z6. A
koézvetitett funkcid grafikonjan észrevehetd, hogy az F1 értékek sokkal jobban
szornak, mint a masik funkcidnal, és a regresszids gorbe is joval alacsonyabban van.
Ennek oka az, hogy a korpuszban sokkal kevesebb ilyen cimkéjii elem szerepel; en-
nek tudhatjuk be azt is, hogy ebben a grafikonban a pontok vizszintes csikokba rende-
z6dnek.

5. abra. 128 tokenhosszusagl szekvenciaknal az egyes pozicidkban mért F1 értékek az a
nodirectiva, sajat hangt és a kozvetitett funkcidknal, illetve a pontokhoz illesz-
tett 6todfoku polinom.

6 Osszegzés

A tanulmany azt vizsgalta, hogy a pragmatikai jegyek nagy nyelvi modellel torténd
automatikus annotacidja soran az eszkdz mennyire veszi figyelembe a rendelkezésre
allé kontextust. A vizsgalat a MedCollect egészségiigyi alhirkorpuszban talalhatd
felszolitd alakok kiilonb6zd pragmatikai funkcidinak kézzel annotalt valtozatanak
segitségével tortént.

A kontextualis hatas kétfajta modszerrel lett elemezve. Az egyiknél azt vizsgaltuk,
hogy a tanitasnal és tesztelésnél hasznalt 50%-os atfedéssel kialakitott szekvencidk
hossza (64, 128, 256, 512 token) befolyasolja-e az eszkdz megbizhatosagi értékeit (P,
R, F1). Azt tapasztaltuk, hogy a szekvenciahossz novelésével egylitt ndtt az F1 érték
is (0,80, 0,81, 0,82 ¢és 0,83). A masik modszernél azt vizsgaltuk, hogy a felszolitd
alakok a tesztszekvencian beliili pozicioja hogyan befolyasolja a funkcid meghatéro-
zasanak megbizhatosagat. Azt tapasztaltuk, hogy a szekvencidk széléhez kozeli pozi-
cidkban alacsonyabbak voltak a megbizhatosagi értékek, mint a szekvenciak kézepén,
vagyis a rendelkezésre all6 kontextusnak volt hatasa, tovabba hogy a
kontextusfiiggdség aszimmetrikus, vagyis nagyobb bal oldali kontextust (25-30
token) vesz figyelembe az eszkoz, mint jobb oldalit (15-20 token). A figyelembe vett
kontextus nagysaga megmagyarazza azt is, hogy a szekvencidk hosszanak novelése
miért csak ilyen kis mértékben ndveli a megbizhatosagot: ha a funkciok megallapita-
sahoz csak +25 token kontextust vesz figyelembe az eszkdz, akkor a szekvencidk
kdzepén, ahol ez a kontextus rendelkezésre all, allandé megbizhatdsagu a kategoriza-
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las, amit csak a szekvencidk végeinek megbizhatosaga ront le. Minél hosszabb a
szekvencia, annal nagyobb a kdzéps6 rész hossza a végekhez viszonyitva.

A korpuszban levd felszolito alakok kis szama miatt a kis el6fordulasu funkciok
pozicionkénti megbizhatésaganak mérése nem értelmezhetd. Ez javithato lenne azzal,
ha a szekvenciak atfedését megndvelnénk 75 vagy 90 szazalékra.

A nagy nyelvi modell figyelembe veszik az automatikus pragmatikai annotacié so-
ran a rendelkezésre allo6 kontextust. A figyelmbe vett kontextus azonban sokkal ki-
sebb, mint a human annotatorok esetében feltételezett.
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Internetes hirek automatikus osztalyozasa
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Kivonat: Az elmult évtizedekben az online sajt6 valt a hirek egyeduralkodd
forrasava, amely egyre novekvé igényt teremt az automatizalt
tartalomkategorizalasi modszerek irant. Tudomasunk szerint ez az elsé olyan
kutatas, amelynek célja magyar hirek téma szerinti osztalyozasa nagy nyelvi
modellekkel. Jelen vizsgalat célja az online elérhetd magyar hirekben megjelend
témak azonositasa és a hirek szovegeinek osztalyozasa. Az elemzés anyagat 77
magyar hirportal 5,225,195 szovege adta 2013-t6l 2023-ig. A kategoria-készlet
elkészitésére két modszert vizsgaltunk meg: egy statikus szobeagyazasokon
alapul6é modszert, valamint egy BERT alapu témamodellezést. A két modszer
eredményeit manualisan validaltuk, igy jott létre a 19 elembdl allo
kategoriakészletet. A hirek osztalyozasahoz harom moédszert alkalmaztunk: egy
mar 1étez6 cimkeajanld rendszer mellett a nagy méretli XLM-RoBERTa és a
PULI LlumiX 32K Instruct modell performanciajat vizsgaltuk, ez utobbit zero-
shot tanitassal. Bar az eredmények nagy szorast mutattak, azt gondoljuk, hogy a
PULI LlumiX 32K Instruct modell kis munkaval tovabbfejleszthetd egy nagy
pontossagu osztalyozova.

1 Bevezetés

1.1 Célkitiizés

Az elmult évtizedekben a nyomtatott sajtd visszaszorulasaval az online média valt a
hirek egyeduralkodé forrasava. A jelenleg magyarul online elérhetd hirek szovegeinek
mérete mar tobb milliard tokenre rag. Ez a tény illetve, hogy napi szinten keletkeznek
ujabb és jabb hirek, sziikségessé teszi, hogy a hireket tartalmuk szerint kategorizalni
tudjuk.

Amennyire tudjuk, ez az elsé olyan kutatas, amelynek célja magyar hirek téma
szerinti osztalyozasa. Kutatasunkhoz legkozelebb talan a sajtészovegek automatikus
tematikus cimkézését célzo cimkézo algoritmus all (Yang és mtsai, 2020), amely a
hirszévegek nagy mennyiségli, manualisan 1étrehozott cimkéibdl indult ki.

fgy a jelen kutatas célja kettés: egyfelél egy nagy fedésti, am viszonylag atlathato,
jol definialt kategoria rendszert kivanunk kialakitani, amely az osztalyozas alapjaul
szolgalhat, masfel6l a hagyomanyos gépi tanulasos osztalyozd algoritmusokkal
szemben (tartévektor-gép, naiv-Bayes, véletlen erdd) azt kivanjuk vizsgalni, hogy az
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Ujabb, nagy nyelvi modelleken alapuld eljarasok milyen pontossaggal képesek az
osztalyozas elvégzésére. Az elemzés anyagat kb. 80 magyar nyelvil hirportalon 2013 és
2023 ko6zott megjelent kb. 5 millié hir adta. A kategoria-készlet elkészitése soran két
automatikus modszert hasznaltunk. Az els6é modszer statikus szdbedgyazasokon
alapult: az URL-ek relevans szegmenseinek word2vec reprezentacioibol grafokat
épitettiink, majd ezen grafok részgrafjait vizsgalva automatikusan nyertiik ki a kategoria
jelolteket. A masodik modszer a BERT alapt témamodellezés volt, ahol a szovegek
vektortérbeli beagyazasa utan dimenzidcsokkentést és klaszterelemzést alkalmaztunk a
témak kinyerésére. A kovetkezd 1épésben az automatikusan kinyert témakat manualis
validalas soran kategoridkba szerveztiik. A végsé kategoriakészlet a két modszer
eredményeinek manualis egyesitésével jott 1étre. A kutatds masodik szakaszaban 500
db véletlenszertien kivalasztott hirt soroltunk be a végsé 19 kategoéria ala. A hirek
osztalyozasa 3 féle modon tortént. Elészor a mar emlitett automatikus neuralis
cimkeajanlé modell hasznalatara keriilt sor. A masodik és harmadik kisérlet soran két
kiilonb6z6 modellt hasznaltunk: egyfeldl a Meta altal kiadott nagy méreti XLM-
RoBERTa-t, masfelél a PULI LlumiX 32K Instruct modellt zero-shot tanitassal.
Eredményeink azt mutatjdk, hogy a PULI LlumiX 32K Instruct megkozeliti a
cimkeajanld pontossagat, mig az XLM-RoBERTa mindossze 18% pontossagot
produkal.

1.2 Szakirodalmi hattér

Tudomasunk szerint a hazai kutatasok elsdsorban a témamodellezésre koncentralnak.
Ezen kutatasok foként Latens Dirichlet Allokaciot (LDA) alkalmaztak (pl. Barna és
mtsai, 2023 és Vagi és mtsai 2023). De olyan kutatdsokrodl is tudunk, amelyek BERT
alapu témamodellezést hasznaltak (pl. Nagy, 2024 ¢és Gelei és mtsai 2023).
Altaldnossagban elmondhaté, hogy a szerz6k témamodellezésre hasznalt modszereket
alkalmaznak egy adott domain-specifikus korpuszra (pl. politika, vallalkozas,
értékelések), melyek az igy keletkezett témakkal leirhatova valnak. Azonban eddig nem
tortént olyan vizsgalat, amely a témamodellezésre szolgaldo technikakat
Osszehasonlitotta volna, sét olyan magyar vizsgalatrol sem tudunk, amely magyar
szovegek téma szerinti osztalyozasaval foglalkozott volna. Kutatasunkhoz legkzelebb
talan a sajtoszovegek automatikus tematikus cimkézését célzo algoritmus all (Yang és
mtsai, 2020), amely a HVG nyomtatott, illetve online verzidinak manualisan Iétrehozott
cimkéibol indult ki. Mivel ezek a cimkék altalaban nem kdvetnek kdzponti szerkesztési
elveket, hanem 0jsagirok hozzak létre ket eseti alapon, a cimkekészlet nagyon nagy,
¢és sokszor atgondolatlan. A HVG esetében Yang és mtsai tobb mint 75.000 cimkét
hasznaltak.

Az angol nyelvil hirek esetében mar szamos olyan adatbazis all rendelkezésiinkre,
ahol a hirek kategoridkba vannak szervezve. Ezek kozil talan a legrégebbi és
legszélesebb korben hasznalt a 20 Newsgroups Dataset, amely kb. 20,000 hirt tartalmaz,
amelyek megkozelitleg egyenletesen oszlanak meg 20 kiilonb6z6 hirkategoria kozott.
A hiradatbazis érdekessége, hogy bar egészen a legutobbi idokig intenziven hasznaltak
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osztalyozési feladatok kiértékelésére', amennyire tudjuk nem 4ll rendelkezésre részletes
dokumentacio sem a hiranyag gylijtésérol, sem a kategoriak kialakitasarol, s6t még a
szerz6 sem biztos?. Egy tovabbi probléma a kategoriak kapcsén jelentkezik: bizonyos
hirosztalyok nagyon szorosan Osszetartoznak, mig masok sokkal tavolabb vannak
egymastol, és igy jobban elkiilonithetdek. Egy masik ismert hiradatbazistol, az AG's
corpus of news articles®-td] eltekintve, a kategorizalt hiradatbazisok jellemz8en egy
hirportal anyagait tartalmazzak, és kategoriarendszeriik vagy kis szamu, elére definialt
elembdl all, példaul a BBC News (Bose, 2019) 5 eldre definialt kategdriat hasznal, vagy
az adott hirportal kategoriat hasznaljak fel, példaul a Guardian News (Kharosekar,
2023), de olyan is van, ahol nem deriil ki egyértelmiien, hogy a kategériak hogyan
keriiltek kialakitasra, példaul a multimodalis N24News (Wang és mtsi, 2022), amely a
New York Times hireit sorolja 24 kategoriaba. A fenti megkdzelitések nemcsak az
alkalmazott kategoriak szamaban térnek el, hanem abban is, hogy az osztalyokba sorolt
cikkek szama kategdrianként egyenletes eloszlast mutat-e vagy sem. A fentiek alapjan
azt mondhatjuk, hogy munkank ujszertinek tekinthetd, hiszen célja egy olyan altalanos
kategoriarendszer részben adatvezérelt kidolgozasa, amely portaltdl fiiggetleniil
lehetévé teszi a hirek besorolasat.

2 Munkafolyamat

2.1 Adatgyiijtés

A kutatas anyagat 5.225.195 online elérheté magyar cikk anyagéabdl allt 6ssze, amely a
nyilvanosan elérhetd Common Crawl* 2013 és 2023 kozotti magyar nyelvil
alkorpuszanak a részét képezte. Az anyagot gy allitottuk dssze, hogy az URL-ekben
leggyakrabban szereplé forrds domainekbdl kézzel kivalogattuk a hiroldalakat —
Osszesen 77-et. Az 1. Téablazat mutatja a 10 leggyakoribb forrdsdomainhez tartozo
URL-ek szamat.

1. Tablazat: a 10 legyakoribb forrds domain és az azokhoz tartoz6 URL-ek szama

# Forrds domain  URL-ek szdma

1 index.hu 654.583
2  24hu 547.370
3  hvghu 301.694
4  prohardver.hu  191.579
5  velvet.hu 182.266
6 444.hu 175.886
7  femina.hu 167.298

! P1. https://paperswithcode.com/sota/text-classification-on-20news

2 Altalaban Lang (1995)-nek tulajdonitjak, de a cikk nem emliti expliciten ezt az
adatbazist (v, http://qwone.com/~jason/20Newsgroups/)

3 http://groups.di.unipi.it/~gulli/AG_corpus of news articles.html

4 https://commoncrawl.org/
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8 rangado.24.hu  153.913
9 starity.hu 131.728
10 infostart.hu 122.638

2.2 A kategériarendszer kialakitasa

A kutatas elsé részében statikus, illetve kontextualis szobeagyazasokat is hasznaltunk
a kategoriakészlet kialakitasara. A végsd kategoriakészlet ezek Osszevonasabol
szliletett meg a manualis validalas soran.

A kategoria-készlet kialakitasa statikus szobeagyazasokkal

A statikus szobeagyazasokon végzett kisérleteink azon az eléfeltevésen alapultak, hogy
a hirportalok esetében az URL-ek struktiraja tiikkr6zi, hogy az adott sajtdorganum
milyen kategéria ala sorolta be az adott hirt. {gy az URL-ek koherensebb képet
nyujtanak a kategoriakrol, mint a cimkék , hiszen ez utébbiak sok esetben egyedi
dontés nyoman sziiletnek meg.

A munkaszakasz az alabbi 1épéseket kdvette:

(1) Az 0sszes URL-bdl a megfeleld URL szakasz kivagasaval létrehoztuk a
kategoria-jelolteket. A kategoria-jeldlteket a forrasdomain utan kozvetleniil kdvetd
legkozelebbi két /> kdzotti karaktersorozatként azonositottuk.

(2) A kovetkezd lépésben a kategoria-jelolteket automatikusan ékezetesitettiik
(Laki és Yang 2020), melynek eredményeképpen 1234 kategoériajeldltet kaptunk (pl:
onida, dnleany, éregség, orokhagyas, oriiliinkvincent).

(3) Ebben a Iépésben, word2vec reprezentaciot rendeltink a kategoria-
jeloltekhez. Ehhez a NYTK-word2vec® modellt hasznaltuk. Sajnos 263 esetben nem
allt rendelkezéslinkre word2vec reprezentacid (pl. whistlermamaja, dokuexport,
tvtorrent, asparhelttitkai), igy ezeket az URL toredékeket nem vettiik figyelembe. Ezek
jelentds része kitalalt sz66sszetétel volt.

(4) Héja és Ligeti-Nagy (2023) cikkben leirt modszertan alapjan készitettiik el a
maradék 969 kategoria-jelolt szomszédsagi matrixat, amelyet egy alkalmas
kiiszobérték (0.5) mentén binarizalva egy hurokél-mentes, iranyitatlan G graffa
konvertaltunk. A G graf 386 izolalt cstcsot tartalmazott, tehat dsszesen 583 URL-
fragmentum szolgalt a kategdriak alapjaul.

(5) Majd megvizsgaltuk, hogy a G grafban vannak-e olyan részgrafok, amelyek
kategoria-jelolteket hirkategoridknak megfeleld szemantikai osztalyokba szervezik.

A kézi kiértékelés soran osszefliggd részgrafokat, teljes részgrafokat (klikkek) és k-
klikk kozosségeket vizsgaltunk (k=3). Az dsszefliggé komponensek vizsgalata soran
azzal a problémaval szembesiiltiink, hogy mindig van egy 6rias komponens, amely tobb

5 https://nlp.nytud.hu/word2vec/cbow 3.tar.gz
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kategoriat is 6sszevon, masfeldl pedig a kisebb komponensek dsszetartozo kategoriakat
szabdalnak fel (pl. {unicredit, erste, mkb} és {raiffeisen, cib}).

A klikkek kiértékelése soran azt talaltuk, hogy a teljes részgrafok “tal érzékeny”
struktarak, vagyis ha egy teljes részgrafbol valami miatt egy €l hianyzik, a teljes graf
tobb klikkre esik szét a kategoriak indokolatlan szétdarabolasat eredményezve (pl.
{'2020', 2021', '2019','2023'} és {'2021', '2022', '2023'}.

A klikkhez kozel allo, am stabilabb reprezentaciot nyujté struktiura a k-klikk
kozosség, amely kevésbé érzékeny az élek elhagyasara. Hiszen egy k-klikk kozosség
azon k méretii klikkek unidja, amelyek elérhet6k szomszédos (k-1 csticsot megoszto)
k-klikkeken keresztiil.

Azt talaltuk, hogy a k-klikk k6zosségek (k=3) eredményezik a legjobb szemantikai
osztalyokat. A 386 relevans URL szegmensbdl 352 keriilt 3-klikk kozosségekbe 37
csoportositast eredményezve. Sajnos a 37 csoportbol 2 szemantikailag inkoherens,
feltehetéleg kisebb koherens csoportok Osszevonasabol szarmazik, igy végiil 35
szemantikailag koherens 3-klikk kozosséget kaptunk, amelyek Osszesen 196 URL-
szegmenst tartalmaztak. A 2. Tablazatban mutatunk be néhanyat az automatikusan
létrejott kategoriakbol:

2. Tablazat: Néhany k-klikk kozosségekkel 1étrehozott szemantikai osztaly

#  Szemantikai osztalyok

1 {'akciok’, 'nyereményjatékok', 'proméciod'}

2 {'akciok', 'programok’, 'rendezvények'}

3 {'frizura’, 'smink’, 'szexi'}

4  {allergia', 'cukorbetegség', 'gyermekbetegségek’, 'korkép',
'laktozérzékenység', 'savtiltengés'}

5 {'felhasznal¢', 'fogyasztd', 'szolgaltatas', 'termék’, 'vasarlo'}

6  {'baba', 'gyerek’, 'kolyok', 'poronty'}

7 {'bank’, 'deviza', 'devizaarfolyamok', 'hitelek’, 'kétvény', 'pénzpiacok’,
'részvény', 'részvényarfolyamok', 'allampapir’, 'arfolyamok'}

8 {'menedzserek’, 'szakértok', 'tervezok'}

9 {'blogger’, 'celeb’, 'klasszis', 'riporter’, 'stilusikon’, 'sztar',
'sztarok', 'sztarvilag', 'vilagsztar'}

10 {'nbl', 'nb2', 'nb3', 'rajatszas', 'tabella’, 'teremfoci'}

Végiil a 1étrejott szemantikai osztalyokat kézzel validaltuk, melynek soran bizonyos
szemantikai osztalyokat 0sszevontunk, masokat pedig irrelevansnak itéltiink a feladat
szempontjabol, igy ezeket elhagytuk.

A kategoria-készlet kialakitasa BERT témamodellezéssel

Masodszor, a hirekben rejlé témak és kategoridk kinyerésére a BERT alapu
témamodellezést is alkalmaztunk. A témamodellezés egy nem feliigyelt gépi tanulasi
modszer, amelyet dokumentumokban latens témak identifikalasara hasznalnak. Jelen
kutatasban Grootendorst (2022) altal javasolt modszert kdvettiik az alapbeallitasokkal
egyiitt, amely az alabbi 1épésekbdl all. A szovegek vektortérbeli beagyazasara a BERT
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modell (Devlin és mtsai, 2019) variansait hasznaltunk. A Nemeskey (2020) altal
létrehozott elsé magyar nyelvii BERT modell, a. huBERT, és a Yang és munkatarsai
(2023) altal fejlesztett 345 millio paraméteres PULI BERT modellt.

Kovetkezd 1épésben dimenzidcsokkentésre keriilt sor az UMAP algoritmust
felhasznalva. Ezutan egy siriiség alapti hierarchikus klaszterezési algoritmust, a
HDBSCAN-t hasznaltuk a klasztereket 1étrehozasara, azzal a megkotéssel, hogy egy
klaszter minimum15 szo6t tartalmazhat, ami az a minimalis elemszam, amely egy
csoport klaszterként vald azonositasahoz sziikséges; az ennél kisebb elemszamu
csoportokat az algoritmus zajként azonositja. A modszer egyik fontos elénye, hogy nem
sziikséges elore meghatarozni a klaszterek szamat. A témak azonositasahoz c-TF-IDF
(class-based TF-IDF) modszerrel végeztiink témakivalasztast. Az utolsdé 1épésben
kézzel validaltuk az eredményeket.

2.3 Osztalyozas

A kutatas masodik részében haromféle osztalyozot alkalmaztunk a hirek kategoriakhoz
vald hozzarendelésére. A hirekbdl véletlenszerii mintavétellel valasztottunk ki 500
darabot, és ezeket a hireket manualisan a kategoriakhoz rendeltiik.

Elészor a Bevezetésben mar emlitett automatikus neuralis cimkeajanlé modell
hasznalatara kertiilt sor (Yang és mtsai, 2020). A modell cimkéket rendel a bemeneti
hirekhez a hozzajuk tartozo valosziniiségi értékekkel. Mivel a modell cimkekészlete és
a jelenlegi kategoriarendszer kozott csak nagyon kicsi az atfedés (tobb, mint 75.000
cimke vs. 19 kategoria), ezért minden olyan prediktalt kategoriat helyesnek
tekintettiink, ahol a cimke az altalunk létrehozott kategoriaba tartozott (pl. a pénz cimke
a gazdasag kategoriaba tartozik).

Masodszor, egy el6tanitott tobbnyelvii ROBER Ta modell tovabbfejlesztett valtozatat
hasznaltunk osztalyozasra az altalunk kialakitott kategériak valdsziniiségeinek a
meghatarozasahoz zero-shot tanitasi kdrnyezetben (Liu és mtsai, 2019). A Meta altal
kiadott, nagyméretii XLM-RoBERTa modellt alkalmaztuk, amely 2,5 TB méretii
adaton lett eldtanitva. A tanité adat 100 nyelvet tartalmazott, kdztiik magyart. A modell
BERT architektiran alapul és 560 millio paraméterrel rendelkezik (Conneau ¢és mtsai,
2020). Az osztalyozas finomhangolas nélkiil tortént, mivel még nincs megfeleld
finomhangolasra alkalmas adathalmaz a magyarra.

Harmadszor egy generativ nyelvmodellt hasznaltunk, a Nyelvtudomanyi
Kutatokozpont altal fejlesztett PULI LlumiX 32K Instruct modellt (Yang és mitsai,
2024) zero-shot tanitasi kornyezetben. A modell azt a feladatot kapta, hogy az eldre
definialt kategoriak listajabol a legvaloszinlibb témat josolja meg. Az alabbi prompot
hasznaltuk:

Milyen kategdéridba tartozik az aldbbi szdveg: {szdveg}.
Egy szdbéval valaszol]j! A lehetséges kategdridk:
{kategbéridk}
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3 Eredmények

3.1 Kategdriarendszer elkészitése

A statikus szobeagyazasok esetében a kézi validalas eredménye a kovetkezd 22 téma
lett: auto, motor, sport, életmod, tortenet, bulvar, szorakozds, média, tarsadalom,
oktatas, gazdasag, kultiura, politika, pszichologia, tudomany, vilag, egészség, betegség,
tinnepek, csalad, természet és taplalkozas.

A huBERT ¢és PULI BERT altal feldolgozott szovegek nagysagrendileg azonos,
4.732 és 4.741 témat adtak eredményként. Ezutan, a kapott témak jol, kdzepesen és
rosszul definialt kategéridkra vald szétbontasara keriilt sor manualisan, mivel az
algoritmus hajlamos nehezen értelmezhetd vagy inkoherens témakat eredményezni
(Grootendorst, 2022). Egy téma jol-definidlt, ha kizarolag jol formalt szavakat
tartalmazott és szemantikailag is koherens volt. Példaul az egyik hazai ellatast leird
téma az alabbi kulcsszavakat adta: ellatas, ellato, ellatdsok, ellatashoz, egészsegiigy,
stirgdssegi, csaladtamogatas, gyermekegészsegiigy €s tizemorvos. A kdzepesen vagy
rosszul definialt témak szavai hasonld részsztringeket tartalmaznak, de szemantikailag
nem koherensek. Példaul az egyik téma az alabbi kulcsszavakat foglalta magaban:
halozat, halott, haloszoba, haldlaj és halottashaz. A modellek altal adott kimenetek
kiértékelése soran érdekes megfigyelés volt, hogy a két eltér6 BERT modell altal
detektalt témak nagyfoku atfedést mutattak: szamos témat tehat mindegyik BERT
modell felismert. Osszesen 440 jol-definialt témat sikeriilt azonositani (vagyis a témak
kb. 10%-a volt jol-definialt). A 440 téma kozil a 3. tablazatban 10 téma Kkeriil
bemutatasra. A hirek kozt szamos téma megjelent, koztiik id6jaras, kozszereplok,
cégek, szocialis média, turizmus ¢és asztrologia. A témak tovabbi differencialdsa
kérdéses.

3. Tablazat: Azonositott témak és kulcsszavak

#  Kategoéria Kulcsszavak

1 Kozszerepld Orban Viktor, Trump, Merkel, Hugh Jackman,
John Kennedy

2 Szocialis média Instagram, Facebook, Netflix, Youtube

3 Cég Apple, Coca cola, Disney, Ikea, Lego, Unicef, IBM,
NVIDIA, Spotify

4  Idgjaras meteorologia, meteor, 6szi, havazas, esd, riasztas,
elorejelzés

5 Turizmus turisztika, szezonalis, huzdagazat, kormanybiztos,
belf6ld, kiilfold, arbevétel

6  Foci magyar, foci, futball, futballista, liga, fc,
ferencvaros, nemzetk6zi foci

7  Asztrologia csillagjegy, horoszkop, szex horoszkép, pénz
horoszkop, kinai horoszkop

8  Ezotéria vénusz, rejtély, férfi, erogén zona
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9  Szex szextriikk, szexfliggdség, szexvarazslo,
szexpozicid, szexpdz, szerelem és szex
10 Kritika filmkritika, cinematrix, pokverzum, romantikus,

vadidegen, avengers, szindarab, parodia

A statikus szdbeagyazasokon alapuld és a BERT témamodellezés soran is azt
talaltuk, hogy szamos téma csoportosithatd egy nagyobb, felettes kategoridba, igy
mindkét modszer esetében a szemantikailag Gsszetartozo témakat kategoriakba vontuk
Ossze. A megbizhatosag novelése érdekében a kategoriak iterativ megbeszélések révén
keriiltek kivélasztasra. Osszességében, a szovektorok ltal adott témak definialtsaga
megeldzte a ttmamodellezését: az értelmezhetd kategoriak aranya meghaladta a BERT
alapti témamodellezését, de a témamodellezés eredményeként 1j kategoridk is
I1étrejottek. A végleges kategoriarendszer a két modszerrel eldallitott témak metszetébol
keriilt el6allitasra. A 4. tablazatban talalhato a 19 kategodria és a hozzajuk tartozé témak.

A hirekben azonositott témak és kategoridk a magyar média altal hasznosnak vélt,
rendszeresen eléforduld témait mutatja be. A témamodellezés egyik hatranya, hogy
feltételezi, hogy egy hir egy témardl szol, ami nem feltétleniil teljesiil, és emiatt a
hirekben rejlo egyedi témak felismerése problémakba iitkozhet.

4. Téblazat: Témak 0sszevonasa kategoridkba

# Kategoria Témak

1 Média Belfold, kiilfold, klimavaltozas, iddjaras, természeti
katasztrofa, biintetés, baleset, épitkezés, magazin

2  Bulvar Sztarok, celebek, hirességek, életrajz, kozszereplo,
horoszkdp, ruhazat

3 Unnepek Husvét, karacsony, sziiletésnap

4 Politika Elnokvalasztds, parlament, jobboldal, baloldal,
demokracia, Fidesz, valasztas, tiltakozas, sztrajk,
miniszterelndk

5 Technolégia bio-tech, cpu, hardver, notebook, internet, robot,
technoldgiai attorés, telefon

6 Tudomany Bioldgia, nobel-dij, Urkutatds, agrartudomany,
univerzum

7 Kultura Zene, mozi, film, fesztival, muzeum, fotozas, képregény,
konyv, sorozat, miivész

8 Gazdasag Bank, pénz, tézsde, segély, vallalat, részvény, kotvény,
befektetés, biztositas, hitel, kata, ingatlan, olaj, adomany,
babavard

9 Csalad Sziilok, anya, gyerek, baba, fiatalok, orokbefogadas,

hazassag, sziilés

10 Egészség és életmdd Vitamin, vegan, vega, gluténmentes, taplalkozas,
szépségapolas, fogyokura, bodypozitivitas, dohanyzas,
testmozgas, immunrendszer, fogyokura
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11 Betegség Covid, koronavirus, tiinetek, virus, melanoma, leukémia,
cukorbetegség, allergia, influenza

12 Természet Vulkan, 6cean, természeti katasztrofak

13 Oktatas Felsooktatas, kozoktatas, egyetem, iskola, érettségi,
tudomanyegyetem

14 Vilag Eurépa, Amerika, Afrika, Torokorszag, Britannia,
Hollywood, Izrael, Ukrajna, Oroszorszag

15 Sport Foci, kézilabda, kosarlabda, jégkorong, valogatott,
tenisz, vilagbajnoksag, olimpia, stadion

16 Jarmiivek, Autd, motor, bmw, mercedes, 1égi kdzlekedés

kozlekedés

17 Téarsadalom Lakés, ¢élelmiszer, rasszizmus, transznemiiség,
homoszexualitas, migracio, munka, munkanélkiiliség,
aldozat

18 Pszichologia Parkapcsolat, depresszio, terapia, molesztalas, stressz,
szakitas, alomfejtés

19 Szoérakozas Poker, szerencsejaték, gaming

3.2 Osztalyozas

A hirek osztalyozasahoz harom kiilonb6z6 modszert alkalmaztunk egy véletlenszeriien
Osszeallitott 500 hirt tartalmazé mintan. Az automatikus neuralis cimkeajanlé modell
érte el a legnagyobb pontossagot: a hirek 79,7%-at osztalyozta helyesen.

A PULI-Llumix 32k Instruct modell szintén figyelemre méltd6 eredményeket
produkalt zero-shot tanitassal, hiszen a hirek 70,1%-at osztalyozta helyesen, mig az
XLM-RoBERTa minddssze 18,4%-o0s pontossagot ért el. Az alacsony pontossag
hatterében 4ll, hogy nem taladltunk magyarul elérheté adathalmazt a modell
finomhangolasahoz.

Ugyanakkor az automatikus cimkeajanlo rendszer hatranya, hogy a mindéssze 500
hirhez 215 kiilonb6z6 cimkét hasznalt fel, ami 6nmagaban nem teszi lehetévé a hirek
tartalmara vonatkozo széleskorii altalanositast. A cimkék vizsgalata soran azt talaltuk,
hogy szamos cimke redundans vagy tulsagosan specifikus volt ahhoz, hogy a helyes
kategoriaba sorolhatd legyen. A rendszer nagy mennyiségli, nem egységesitett
cimkehalmazon keriilt tanitasra, ami magyarazhatja felhasznalt cimkék szamossagat.

4 Kovetkeztetés

A magyar hirek automatikus kategorizacidja a tartalmak szervezését és konnyebb
hozzaférését segiti, hozzajarulva az informacios okoszisztéma jol-szervezettségéhez.
Jelen tanulmany soran 77 magyar nyelvii hirportal 2013 és 2023 kozott keletkezett hireit
vizsgaltuk. A késébbi osztalyozas alapjaul szolgald kategoriarendszer kialakitasdhoz
egyfeldl statikus szobeagyazasokbol épitett grafstruktira részgrafjait elemeztiik,
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masfeldl témamodellezést alkalmaztunk két kiilonb6z6 BERT alapi modellel. Ez a
munkaszakasz a keletkezett csoportok manualis validalasaval zarult, melynek soran 19
kategoria keriilt kialakitasra.

A masodik munkaszakaszban harom neuralis modszert vizsgaltunk abbol a
szempontbol, hogy milyen pontossaggal képesek a hirek osztalyozasara: egy mar 1étez6
neuralis cimkeajanlé modellt, egy BERT alapti tobbnyelvii modellt, valamint egy
generativ utasitaskovetd modellt. A modellek altal kimenetként adott témak
kiértékeléséhez emberi munka volt sziikséges. Az osztalyozasra hasznalt modellek
koziil a feladatspecifikus cimkeajanlé rendszer adta a legjobb eredményt.

Kutatasunk jelent6sége, hogy egy nagy fedési, atlathatd és jol definialt kategoria
rendszer kialakitasaval hatékony modszert kinal a hirek automatikus osztalyozasara.

Ugyanakkor lattuk, hogy egy jelenleg is 1étezd, els6sorban mas célokat szolgald
cimkéz6 egyelére pontosabb eredményeket ér el a hirek osztalyozasaban, mint az
altalunk megvizsgalt modszerek. gy a jelen vizsgalat egy kezdeti lépésként
értékelendd, amelyet a jovOben tovabb kivanunk fejleszteni. A kodbazis és
osztalyozasra szolgald annotalt korpuszt ennek részeként tervezziik nyilvanossagra
hozni. Elsédleges célunk a jovoben annak a vizsgalata, hogy a state-of-the-art
nyelvmodellek milyen eredményeket érnek el az osztalyozasi feladaton valamint, hogy
a kiilonbozo tanitasi szcenariok és a modellek kiilonbozd beallitasai milyen hatassal
vannak az eredményekre. Tovabbi irany a klaszterelemzés altal adott eredmények
vizualis értelmezése, cimkék eloszlasanak értelmezése ¢és a  kiilonb6zo
modellteljesitményt méré metrikak felhasznalasa. Osszességében kideriilt, hogy a
kialakitott cimkekészlet és osztalyozas alkalmasnak tlinik arra, hogy egy nagyobb
hirkorpusz hireit automatikusan cimkézziik. Remélhet6leg a kutatasunk a kozeljovoben
hozzajarul majd az automatikus szévegelemzési technologiak fejlodéséhez, kiilonds
tekintettel a nagy szoveges adathalmazok kezeléséhez és értelmezéséhez.

Koszonetnyilvanitas

A kutatast az MTA "Tudomany a Magyar Nyelvért Nemzeti Program" tamogatta.
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Abstract. Given the advantages observed with Reinforcement Learn-
ing from Human Feedback (RLHF) and Direct Preference Optimization
(DPO) in English, it is promising to explore their effectiveness for ab-
stractive summarization in languages with complex morphological and
syntactic features, such as Arabic. In this study, we fine-tune the Llama 2
model, which demonstrates a significant capability to enhance summa-
rization results. We highlight how Llama 2, combined with advanced
techniques like RLHF and DPO, markedly improves the quality of Ab-
stractive Arabic summarization, showcasing the model’s superior perfor-
mance in this challenging task. Furthermore, the AraSum corpus plays a
critical role in achieving outstanding results, highlighting its effectiveness
in improving the performance of summarization models. While this work
focuses on Arabic, the techniques and insights presented are language-
agnostic, offering broader applications for abstractive summarization in
other languages. Additionally, we introduce the AraRLHF and AraDPO
datasets, which will be made publicly available to support reproducibil-
ity and advance research in Arabic NLP.

Keywords: abstractive summarization, Reinforcement Learning, Ara-
bic, RLHF, DPO, Direct Preference Optimization, Llama 2

1 Introduction

In Natural Language Processing (NLP), automatic text summarization stands
as a pivotal task, catering to the ever-increasing volume of information available
in today’s digital age.

Unlike extractive summarization (Zhang et al., 2018) which selects and rephrases
existing segments from the original text, abstractive summarization (See et al.,
2017) involves generating novel sentences that capture the essence of the source
material. This process demands a deep understanding of semantics, contextual
nuances, and linguistic structures to produce coherent and concise summaries.

Specifically in the context of the Arabic language, abstractive summarization
holds significant promise and challenges due to the language’s intricate syntax,
rich morphology, and diverse linguistic features.
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In recent years, reinforcement learning (RL) has emerged as a promising
paradigm for enhancing sequence generation tasks in NLP, such as abstractive
summarization and question-answering. RL enables models to align outputs with
human preferences (Ziegler et al., 2019) and leverage human feedback to improve
factual accuracy and user alignment (Nakano et al., 2021). With its ability to
learn optimal decision-making policies through interaction with an environment,
RL offers an effective approach to refining abstractive summarization models,
particularly when the goal is to align generated summaries with human prefer-
ences.

The outcomes obtained in the English language summarization through Re-
inforcement Learning from Human Feedback (RLHF) demonstrate significant
improvements in the quality of the generated text (Stiennon et al., 2020) offer-
ing a clear advantage over larger supervised models that rely solely on traditional
training methods.

While RLHF has proven effective in adjusting model outputs to better re-
flect human preferences, it is not without its limitations. A major limitation of
RLHF is that its process is considerably more complex than traditional super-
vised learning. To address this complexity, methods like Direct Preference Opti-
mization (DPO) (Rafailov et al., 2023) have been introduced as simpler training
paradigms. DPO enables language models to be trained from human preferences
without the added complexity of reinforcement learning while performing as well
as or even better than existing RLHF algorithms.

The objective of this research is to explore the application of Reinforcement
Learning from Human Feedback and Direct Preference Optimization to the task
of abstractive Arabic text summarization. Our main contribution lies in applying
Reinforcement Learning from Human Feedback (RLHF) and Direct Preference
Optimization (DPO) to the task of abstractive text summarization for the Arabic
language. We demonstrate how LLaMA 2, when combined with these advanced
techniques and the AraSum corpus, significantly enhances the quality of Arabic
text summarization. To foster reproducibility and encourage further research in
Arabic NLP, we will release the AraRLHF and AraDPO datasets, which consist
of human preference data specifically tailored for RLHF and DPO models. The
datasets will be available on our GitHub'.

The rest of the paper is structured as follows: Section 2 reviews related work.
Section 3 outlines the methodology. Section 4 discusses the corpora used, and
Section 5 details the models used. Section 6 presents our experiments and results,
and finally, Section 7 concludes the paper.

2 Related work

Reinforcement learning from human feedback (RLHF), originally developed for
training simple robots in simulated environments and Atari games (Christiano
et al., 2017; Ibarz et al., 2018).

! https://github.com/ppke-nlpg/AraSum
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In terms of reinforcement learning with human feedback to train text summa-
rization models, Bohm et al. (2019) learn a reward function from 2,500 human
judgments of CNN/DM (Nallapati et al., 2016) summaries that are used in a
reinforcement learning setting.

A similar method of recursive task decomposition was used for summarizing
books in (Wu et al., 2021). They combine learning from human feedback with
recursive task decomposition by using models trained on smaller parts of the
task to assist humans in giving feedback on the broader task.

Ziegler et al. (2019) fine-tune pre-trained language models with reinforce-
ment learning by exploiting a reward model trained from human preferences.
Then the model is used to generate summaries over Reddit TL;DR, and CNN /DM
datasets. The limitation of their framework is that their labelers prefer extractive
summaries and there are low agreement rates between labelers and researchers.

Stiennon et al. (2020) followed their previous work on learning from hu-
man feedback and proposed to gather a dataset composed of human preferences
between pairs of summaries as the first step. Then the prediction of the human-
preferred summary is generated by a reward model (RM) trained via supervised
learning. Lastly, the score produced by the RM is maximized as much as possible
by a policy trained via reinforcement learning. This approach significantly out-
performs both human reference summaries and much larger models fine-tuned
with supervised learning alone.

Although RLHF has proven effective in aligning model outputs with human
preferences, it has certain limitations, such as the high cost and complexity of
training reward models, and the potential for misalignment between the reward
model and human preferences (Casper et al., 2023). To address the complexity
of RLHF optimization, Rafailov et al. (2023) introduced Direct Preference Opti-
mization (DPO) as an alternative approach. Unlike RLHF, DPO eliminates the
need for training a reward model and instead directly trains the language model
based on human preferences using a simple binary cross-entropy objective.

Human feedback has been utilized to improve various Al systems across dif-
ferent tasks. For instance, in dialogue systems, Jaques et al. (2019) employed
crowd-sourced human labeling to judge whether dialogue generated by an offline
RL agent was fluent and amicable. Similarly, in the translation task, Kreutzer
et al. (2018) collected both explicit and implicit human feedback to improve
a machine translation model by integrating the feedback into a reinforcement
learning framework. In review generation, Cho et al. (2018) developed models
of coherence from existing texts and used these models as RL rewards to enhance
long-form generation. For question-answering, Nakano et al. (2021) fine-tuned
GPT-3 to answer long-form questions within a web-browsing environment. This
setup enabled the model to navigate the web and incorporate human feedback to
optimize answer quality through imitation learning. Additionally, human feed-
back has been applied to other tasks, such as evidence extraction (Perez et al.,
2019), story generation (Zhou and Xu, 2020), and semantic parsing (Lawrence
and Riezler, 2018).
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The successful integration of RLHF into language technology was notably
advanced by the development of ChatGPT (Ouyang et al., 2024). This research
achieved significant improvements in the model’s ability to generate responses
that align more closely with human-like communication. The approach began
with a supervised fine-tuning phase, where the large language model was trained
on prompts containing specific instructions. This was followed by an additional
fine-tuning phase using reinforcement learning, further enhancing the model’s
response quality and alignment with human preferences.

Regarding abstractive summarization in the Arabic language, one study by
Azmi and Altmami (2018) introduced a four-stage abstractive summarization
framework where the core of the system is an extractive summarizer. Training a
model specifically for headline generation was presented in (Al-Maleh and Des-
ouki, 2020). Another research by Elmadani et al. (2020) utilized the PreSumm
approach along with a multilingual BERT model for fine-tuning both extractive
and abstractive models. AraBART Introduced by Kamal Eddine et al. (2022), a
pre-trained encoder-decoder model designed for abstractive summarization tasks
tailored to the Arabic language. Furthermore, an analysis by Chouikhi and Al-
suhaibani (2022) conducted a comparison analysis of various Arabic language
models’ performance in the task of text summarization.

There are two additional experiments conducted as part of the abstractive
Arabic summarization task. In the first experiment, Kahla et al. (2021) created
the first monolingual, human-written corpus for abstractive Arabic text summa-
rization and used it to fine-tune several language models: m-BERT, AraBERT,
and m-BART-50. To enhance the performance of the baseline systems, a cross-
lingual knowledge transfer method was applied. In the second experiment, Kahla
et al. (2022) extended the Arabic summarization corpus, AraSum?, and made
it publicly available. This expanded corpus contains approximately 50,000 Ara-
bic articles with their corresponding leads. The experiment involved pre-training
monolingual and trilingual BART models for Arabic, as well as fine-tuning these
models and the mT5 model for abstractive summarization using the AraSum
corpus. Results showed that the models trained on AraSum performed well, sur-
passing the state-of-the-art XL-Sum (Hasan et al., 2021) model at the time of
publication.

In terms of Reinforcement Learning from Human Feedback and Direct Pref-
erence Optimization for the Arabic language, there is a noticeable scarcity of
existing research. Leveraging RLHF and DPO presents a powerful technique
that deserves application within such complex linguistic contexts.

3 Methodology

This research explores the application of RLHF and DPO to the task of abstrac-
tive Arabic text summarization.

2 https://github.com/ppke-nlpg/AraSum
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3.1 Reinforcement Learning experiments

The RLHF approach we adopt is based on OpenAl’s methodology (Stiennon
et al., 2020), consisting of three main steps:

— Step 1: Collect demonstration data, train a supervised policy, and
send comparisons to humans.

Humans are provided with reference texts and summaries generated by fine-
tuning a language model. They are then asked to choose the best summary
from the given samples.

— Step 2: Collect comparison data, and train a reward model (RM).
A reward model is trained using the human feedback collected in the first
step. Based on the annotations provided by the human evaluators, this model
predicts the likelihood (log odds) that a given summary is preferred.

— Step 3: Optimize a policy against the reward model using Proximal

Policy Optimization (PPO).
The output of the reward model serves as a reward measure. The supervised
policy will be fine-tuned to maximize this reward using reinforcement learn-
ing, with the Proximal Policy Optimization (PPO) algorithm guiding the
optimization process.

3.2 Direct Preference Optimization experiments

For the DPO approach, we adopt the method proposed by Rafailov et al. (2023),
which simplifies the RLHF process by eliminating the need to fit a reward model.
Instead, DPO directly trains language models based on human preferences. The
DPO approach consists of the following steps:

— Step 1: Collect preference data from human evaluators.
Human evaluators are provided with multiple summaries for a given input
and asked to select the one they prefer.

— Step 2: Apply Direct Preference Optimization.
DPO bypasses the need for a reward model and directly utilizes the human
preference data to train the language model. The model is optimized by
applying a binary cross-entropy objective, where it learns to assign higher
probabilities to the summaries preferred by the human evaluators.

— Step 3: Fine-tune the language model based on preferences.
The language model is fine-tuned to generate summaries that better align
with human preferences, achieving this without the need for reinforcement
learning algorithms.

4 Corpora used

For our experiments, two datasets are required: The first dataset is used in RLHF
to train the reward model to assess summary quality, while in DPO, it directly
guides the optimization of the language model based on human preferences. The
second dataset is used in the final step of both methodologies, which involves
fine-tuning the models based on the collected preferences.
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4.1 Human Preference Dataset

The first dataset, named AraRLHF and AraDPO, is utilized in the initial step of
both RLHF and DPO, focusing on collecting preference data from human eval-
uators. This dataset is then employed in Step 2 of each methodology. In RLHF,
the AraRLHF dataset is used to train the reward model (RM), which predicts
the quality of generated summaries based on the collected human preferences.
In DPO, the AraDPO dataset is used directly to train the language model based
on these preferences, without the need for a reward model.

To create this dataset, we utilized manual evaluation results from our pre-
vious research (Kahla et al., 2021), where we fine-tuned transformer models for
abstractive Arabic text summarization using the first version of AraSum. This
corpus includes 21,508 articles and their corresponding leads. The transformer
models evaluated were as follows:

— m-BERT model (Devlin et al., 2019): fine-tuned for Arabic.

— AraBERT model (Antoun et al., 2020): fine-tuned for Arabic.

— m-BART-50 model (Tang et al., 2020): fine-tuned for Arabic.

— m-BERT+HUN model (Yang et al., 2021): originally fine-tuned for Hungar-
ian and then fine-tuned for Arabic.

— m-BERT+ENG model: first fine-tuned for English and then fine-tuned for
Arabic.

— m-BART-50+RUS model: first fine-tuned for Russian then fine-tuned for
Arabic.

The evaluation involved three human evaluators who evaluated the outputs
of these six models, indicating their preferred summaries for a given input by
assigning scores to each summary from 100 random samples, see figure 1.

The human evaluation data underwent preprocessing and was restructured
to be suitable for training the reward model in RLHF and for direct use in DPO.

The AraRLHF dataset consists of 1,746 samples, randomly shuffled and di-
vided into 80% for training and 20% for testing. Similarly, the AraDPO dataset
contains 29,682 samples, also shuffled and split into 80% for training and 20%
for testing.

The AraRLHF and AraDPO datasets will be made publicly available upon
publication of this paper to support reproducibility and encourage further re-
search in Arabic NLP. The datasets will be accessible at the following link:https:
//github.com/ppke-nlpg/AraSum

4.2 Dataset for Fine-tuning Llama 2

For fine-tuning the Llama 2, we used the extended version of the AraSum corpus
(Kahla et al., 2022), which contains 49,604 articles along with their corresponding
leads. In addition, we used the Arabic portion of the multilingual XL-Sum corpus
(Hasan et al., 2021), which consists of 46,897 articles and their corresponding
leads. Both datasets are designed for abstractive text summarization.

For instruction fine-tuning, we used the prompt template recommended by
the Stanford Alpaca research (Taori et al., 2023):
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Best: 1

Very good: 2

Good: 3
Acceptable: 4
Poor: 5

Very poor: 6 ‘I. III

BERT_ENG BERT_HUN ArRRBERT BERT MBART MBART_Rus

2SS sH =M

Fig. 1: Human evaluation results from our previous study (Kahla et al., 2021),
where H, S, and M represent the human evaluators.

Below is an instruction that describes a task, paired with an input that
provides further context. Write a response that appropriately completes
the request.

#+#+# Instruction:

Summarize the article written in Arabic below.

#4+4+ Input:

[article text]

#4# Response:
[article summary]

Because the Llama 2 model is English-centric, we used an English template.

5 Experiments and Results

In our first experiment, we fine-tuned state-of-the-art Arabic summarization
models with RLHF, specifically the mT5++ models from our previous research
(Kahla et al., 2022).

In the next experiment, we performed supervised fine-tuning (SFT) on the
Llama 2 model for Arabic summarization. Following that, we applied RLHF and
DPO fine-tuning to the SFT model.

Llama 2 (Touvron et al., 2023b) is an advanced large language model devel-
oped by Meta, marking the second iteration of the LLaMA series (Touvron et al.,
2023a). It represents a significant advancement in natural language processing.
Llama 2 is available in various sizes: a 7-billion-parameter model, a 13-billion-
parameter model, and a 70-billion-parameter model. For our experiments, we
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fine-tuned the smallest model with 7 billion parameters. For supervised fine-
tuning, we used the Stanford Alpaca implementation (Taori et al., 2023). The
training hyperparameters are as follows: learning rate = 2e-5; global batch size
= 256; epoch = 3; warmup ratio = 0.03; sequence length = 1800; bfl6; deep-
speed. For this task, we utilized eight NVIDIA A100 GPUs, each with 80GB of
memory.

For RLHF experiments, we applied the Transformer Reinforcement Learn-
ing X implementation from CarperAl (Havrilla et al., 2023). The training hy-
perparameters are as follows: learning rate = le-5; global batch size = 4; epoch
= 3; sequence length = 1800; number layers unfrozen = 2.

For the reward model, we fine-tuned an XLM-RoBERTa-large (Conneau
et al., 2020) model for the Arabic summarization quality prediction model. For
this task, we use the Hugging Face implementaion®. The training hyperparam-
eters are as follows: learning rate = 2e-5; global batch size = 32; epoch = 10;
sequence length = 1024. We also conducted experiments with the mT5 base and
large models (Xue et al., 2021), but they only achieved a Pearson correlation of
10-20.

In Table 1, we can see the results of the reward model experiments. The
evaluation metrics are the same as those used in the research by Yang and
Laki (2023): Pearson Correlation, Mean Absolute Error (MAE), and Root Mean
Square Error (RMSE). We achieved the highest Pearson correlation of 88 with
5 epochs. We used this checkpoint in subsequent experiments.

|Pearson correlation 1|MAE ||RMSE |

XLM-RoBERTa-base 81.25 0.83 1.04
XLM-RoBERTa-large 88.00 0.69 0.86
mT5-base 10.73 1.53 1.75
mT5-large 21.49 1.77 1.97

Table 1: Reward model experiments

For the DPO experiments, we utilized the Hugging Face implementation?,
which is based on the original DPO research (Rafailov et al., 2023). The training
hyperparameters are as follows: learning rate = 5e-4; global batch size = 16;
epoch = 3; sequence length = 1800.

In both the RLHF and DPO experiments, we tested different hyperparam-
eters, with the best ones described above. For these tasks, we utilized a single
NVIDIA A100 GPU with 80GB of memory.

The models that were experimented with and evaluated are as follows:

3 https://github.com /huggingface/transformers/tree /main /examples /pytorch
* https://huggingface.co/docs/trl/dpo _trainer
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— mT5+4+: The state-of-the-art mT5-small model from the study of Kahla
et al. (2022), fine-tuned using the AraSum corpus, and using the XL-Sum
Arabic corpus.

—mT5++’ + RLHF: The fine-tuned mT5-++ model is further fine-tuned
with the RLHF approach, where a reward model is trained from human feed-
back, followed by Proximal Policy Optimization (PPO) for policy refinement
on the AraSum corpus, and the XL-Sum corpus.

—'mT5+-+’ + DPO: The fine-tuned mT5++ model is further fine-tuned
with the Direct Preference Optimization (DPO) approach using the human-
evaluated dataset.

— Llama 2: The Llama 2 model with 7 billion parameters, supervised fine-
tuned (SFT) using the AraSum corpus, and the XL-Sum Arabic corpus.

— Llama 2 + RLHF: The SFT Llama 2 model fine-tuned with the RLHF
approach using the development set of AraSum and XL-Sum Arabic corpus,
and the fine-tuned XLM-RoBERTa-large reward model.

— Llama 2 + DPO: The SFT Llama 2 model is fine-tuned with the Direct
Preference Optimization approach using the human-evaluated dataset.

We evaluated the system output using the ROUGE-N and ROUGE-L met-
rics. ROUGE-1 and ROUGE-2 assess the overlap of word unigrams and bigrams,
respectively, while ROUGE-L measures the overlap of the longest common subse-
quence between two texts. ROUGE-L sum extends this by applying the ROUGE-
L calculation at the sentence level and then aggregating the results for the final
score.

It should be noted that the specific ROUGE scores presented here were cal-
culated using the latest version of the ROUGE (Lin, 2004) library that was im-
plemented by Hugging Face®), with the following setting: use stemmer="True.
Using the latest version, we were unable to reproduce the original values pub-
lished in Kahla et al. (2022) and Hasan et al. (2021). We also tried using the
implementation of XL-Sum® and the original implementation by Google”, but
neither worked. The main objective is to demonstrate the enhanced performance
resulting from our experiments; therefore, we used the values from the latest
version of the Hugging Face Evaluate library. For better readability, we used
the ROUGE * 100 values. For better transparency, the old and new ROUGE
values for the mT5++ models are presented as follows (in the order: ROUGE-
1/ROUGE-2/ROUGE-L):

— old values of mT5++ Arasum Test Set: 33.172/13.914,/24.782
— new values of mt5++ Arasum Test Set: 4.560,/0.344/4.509
old values of mT5++ XL-Sum Test Set: 29.128/11.049/24.070
— new values of mt5++ XL-Sum Test Set: 1.489/0.043/1.483

As with other fine-tuning experiments, we needed to determine the optimal
number of epochs. Figure 2 shows experiments conducted with different epoch

5 https://huggingface.co/docs/evaluate/index
5 https://github.com/csebuetnlp/xl-sum /tree/master/multilingual _rouge scoring
" https://github.com/google-research /google-research /tree/master /rouge
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counts. In both the RLHF and DPO experiments, optimal performance was
observed across three epochs: 0.3, 0.6, and 1, with epoch 1 yielding the best

results.
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Fig. 2: Performance of ROUGE-1 across Epochs variations. In both datasets, we
can see a performance improvement when the epoch is 1.

Model |ROUGE-1|ROUGE-2|ROUGE-L|ROUGE-L sum
AraSum Test Set
mT5++ 4.560 0.344 4.509 4.537
‘mT5++" + RLHF | 3.464 0.245 3.435 3.444
'mT5++" + DPO 2.813 0.248 2.819 0.543
Llama 2 4.636 | 0.414 | 4.618 4.616
Llama 2 + RLHF| 4.947 | 0.486 | 4.957 4.949
Llama 2 + DPO | 4.719 | 0.470 | 4.659 4.664
XL-Sum Arabic Test Set
mT5++ 1.489 0.043 1.483 1.481
'mT5++" + RLHF | 0.633 0.014 0.626 0.635
'mT5++" + DPO 0.534 0.029 0.540 0.543
Llama 2 2.241 | 0.102 | 2.225 2.223
Llama 2 + RLHF| 2.344 | 0.104 | 2.339 2.325
Llama 2 + DPO | 2.447 | 0.112 | 2.440 2.431

Table 2: ROUGE scores on the AraSum, and the XL-Sum Arabic test sets.

Table 2 presents the experimental results. The ROUGE scores reveal several
significant insights across the models and fine-tuning approaches. Llama 2, with
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its 7 billion parameters, significantly outperforms the mT5++ model across all
metrics, demonstrating Llama 2’s superior capabilities. Both RLHF and DPO
contribute to improved performance, with Llama 2 + RLHF achieving the high-
est scores on the AraSum dataset, indicating a substantial boost in performance.
In contrast, the 'mT5++" + RLHF model performs the worst across all metrics,
suggesting that mT5 struggles to benefit from the RLHF approach. Addition-
ally, the ROUGE scores for XL-Sum are significantly lower compared to AraSum
across all models, highlighting the strength and quality of the dataset AraSum
in achieving better summarization performance.

6 Conclusion

In this paper, we applied Reinforcement Learning from Human Feedback (RLHF)
and Direct Preference Optimization (DPO) to the task of abstractive text sum-
marization for the Arabic language. By fine-tuning the state-of-the-art LLaMA
2 model, we observed a remarkable enhancement in summarization quality, par-
ticularly when RLHF was used with the AraSum dataset. The performance im-
provements highlight the strength of LLaMA 2, especially when combined with
RLHF on our dataset. Moreover, the AraSum corpus played a crucial role in
achieving superior results, consistently surpassing models fine-tuned on the XL-
Sum dataset. This study demonstrates that advanced techniques like RLHF and
DPO, in combination with a robust dataset such as AraSum and a highly capa-
ble large language model such as LLaMA 2, can significantly elevate the quality
of abstractive Arabic text summarization. While our focus was on Arabic, the
techniques and insights presented in this study are inherently language-agnostic.
They have the potential to be applied to other languages, particularly those
with complex morphological and syntactic features, making this work relevant
for broader multilingual NLP tasks. In addition, we are committed to publicly
releasing the AraRLHF and AraDPO datasets to promote reproducibility and
further advancements in Arabic NLP.

In the meantime, the Llama 3 models have been released. We aim to con-
tinue our experiments with these new models and anticipate achieving further
advancements in performance through their utilization.
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Kivonat A sclerosis multiplex (SM) a kozponti idegrendszer kronikus
gyulladasos megbetegedése, mely tobbek kozott az alanyok beszédére is
hatéssal van. Emiatt az automatikus beszédfoldolgozéas relative egyszerti,
olcso és talalkozasmentes (tavoli) modot nytjthat arra, hogy kovethessiik
a betegek beszédprodukidjanak valtozasat. Egy ilyen rendszer tanitasa
soran problémaét jelent a rendelkezésre allo beszédanyag mennyiségének
és (foleg) valtozatossaganak korlatozottsaga (pl. kevés beszéls), ami mi-
att altaldban nem praktikus egyetlen (end-to-end) mély halét alkalmaz-
ni az SM detektalasara. Ugyanakkor az jarhaté megkozelités lehet, hogy
osztalyozasra valamilyen hagyoméanyosabb modszert (pl. SVM-et vagy
véletlen erd6t) alkalmazunk, mély halok bedgyazéasait hasznédlva jellem-
z8kként. Egy korszer mély halo (pl. wav2vec 2.0) esetén kézenfekvd a
konvolucios és a finomhangolt blokkok utols6 rétegét valasztani, azonban
a kozbiils§ rétegek is hasznosnak bizonyulhatnak. Jelen tanulmanyban
azt vizsgaljuk meg, hogy a kozbiilss (belss) rétegekbsl vett beagyazasok
hasznélatéval javithatunk-e az SM automatikus felismerésének pontos-
sagan. Eredményeink alapjan a 24 finomhangolt rejtett réteg mélyeb-
ben fekvd kb. egyharmada bizonyult a leghasznosabbnak, statisztikailag
szignifikdns javulast is eredményezve a blokkok utolsé rejtett rétegéhez
képest.

1. Bevezetés

A sclerosis multiplex (SM) a kézponti idegrendszer kronikus gyulladasos megbe-
tegedése, mely szamos kiilonféle kognitiv és nyelvi tiinettel jar egyiitt (Szirmai,
2006). A betegség elérehaladasa jelentGsen eltérhet az egyes alanyoknél, valamint
idében is valtozhat. A betegség elérehaladtaval romlas kovetkezhet be a beteg
jarasaban, mozgaskoordinaciojaban, az alany faradékonyabba valhat, valamint
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romolhatnak a kognitiv és nyelvi funkcioi is (akar dizartria is kialakulhat (Orso-
lya és mtsai, 2020)). Mindezek alapjan az automatikus beszédelemzés potencia-
lisan alkalmazhat6 a betegség automatikus, kontaktmentes és (viszonylag) olcso
elGsziirésére, vagy a beteg allapotanak romlésanak kovetésére.

Az elmult bg egy évtizedben az automatikus beszédelemzés a beszédtechnolo-
gia egy 0nallo teriiletévé fejlédott. Ide tartozik a paralingvisztika (computational
paralinguistics), amelynek célja a beszéls érzelmi vagy fizikai allapotanak megal-
lapitasa a beszédjelbdl (példaul érzelemfelismerés (Grosz és mtsai, 2023; Kondra-
tenko és mtsai, 2023), a beszéls koranak és nemének azonositasa (Kumar és mt-
sai, 2016), az alany pillanatnyi dlmossaganak meértékének megbecslése (Huckvale
és mtsai, 2020), vagy dadogas detektalasa (Grosz és mtsai, 2022)).

Az automatikus beszédelemzés méasik nagy teriilete az orvosi célu beszéd-
feldolgozds (pathological speech processing). Itt a feladat annak megallapitasa,
hogy a beszéls szenved-e valamely konkrét betegségben (pl. Parkinson-kor (Je-
nei és mtsai, 2022; Klumpp és mtsai, 2022), Alzheimer-kor (Ivanova és mtsai,
2023; Pérez-Toro és mtsai, 2022), depresszio (Fara és mtsai, 2023; Kiss és mtsai,
2016)). Az utobbi években a mély neuralis halok alkalmazasa is rutinszertivé valt
a teriileten (Fara és mtsai, 2023; Jenei és mtsai, 2022; Pérez-Toro és mtsai, 2022).

Az onfeliigyelt tanulas (self-supervised learning) megjelenésével napjaink ta-
lan legnépszeriibb beszédfeldolgozo architekturajava a wav2vec 2.0 valt (Baevski
és mtsai, 2020). Természetesen bizonyos feladatokon kdzvetleniil is alkalmazha-
toak ilyen mély halok (pl. beszédfelismerésre (Mihajlik és mtsai, 2022) vagy érze-
lemfelismerésre (Chen és Rudnicky, 2023)), ugyanakkor korlatozottabb mennyi-
ségi tanftdadatnél sajnos nem trivialis a betanitasuk. Ilyen esetekben is lehe-
t&ségilink van azonban wav2vec 2.0 halok alkalmazaséara, példaul valamely mas
feladaton (pl. beszédfelismerés vagy beszélGazonositas) tanitott halok kiértéke-
lésével és a kapott aktivaciok (bedgyazdsok (embeddings)) jellemzSkként haszna-
lataval; ekkor a szigortian vett osztéilyozési feladatra pl. SVM-et vagy véletlen
erdst alkalmazhatunk (Pepino és mtsai, 2021). Az orvosi beszédfeldolgozasi te-
riileten extrém modon kevés a tanitéadat mennyisége, igy a mély halok az ilyen
feladatokon altalaban ez utobbi moddon, jellemzdékinyerésre vannak felhasznal-
va (Egas-Lopez és mtsai, 2023; Pérez-Toro és mtsai, 2022; Thienpondt és mtsai,
2023; Cai és mtsai, 2025).

Egy neuralis hal6 jellemzdkinyerésre hasznélatahoz ki kell valasztanunk egy
(vagy tobb) rejtett réteget, amelybdl a beagyazasokat nyerjiik. Egy wav2vec
2.0 architekturaju halo két f6 blokkbol all: egy alsé konwvoliicids és egy folsé fi-
nomhangolt (vagy kontextualizdlt) blokkbol, és kézenfekvének tiinik a blokkok
utolso rejtett rétegének hasznalata (Gosztolya és mtsai, 2023; Kodali és mtsai,
2023). Jelen dolgozatunkban ennél alaposabb vizsgalatot végziink: azt vizsgal-
juk, hogy kaphatunk-e hasznosabb jellemzket valamely kozbiils6 rejtett réteg
hasznalataval. Az osztéalyozési feladat magyar nyelvii sclerosis multiplex alanyok
megkiilonboztetése lesz (szintén magyar nyelvii) egészséges kontroll alanyoktol,
a bedgyazasokat pedig két, magyar nyelvre finomhangolt wav2vec 2.0 halobol
nyerjiik: ebbdl az egyik beszédfelismerésre, a masik pedig beszéléfelismerésre
lett finomhangolva.
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2. Hangfelvételek

A vizsgalatokra a budapesti Uzsoki Utcai Korhaz Neurologiai Osztéalyan és az
(akkor még) Eotvos Lorand Kutatohalozat Nyelvtudoméanyi Kutatokozpontja-
ban keriilt sor. A vizsgalatot az Uzsoki Utcai Koérhaz etikai bizottsaga hagyta
jovéa, és a Helsinki Nyilatkozatnak megfelelGen végeztiik el. Kisérleteinket 23 SM
alany (18 n6 és 5 férfi) és 22 kontroll beszéls (16 n6 és 6 férfi) felvételein végeztiik.
Az SM alanyok mindegyike a relapszalo-remittalo (relapsing-remitting, RRMS)
altipusba tartozott. A két csoport statisztikailag illesztett életkor, iskolazottsag
és nem szerint (azaz p > 0,05).

A felvételi protokoll soran sszesen 17 kiilonféle feladatot rogzitettiink az
alanyokkal. Jelen tanulmanyunkban kisérleteinket a szdvegdsszefoglalds feladat
hangfelvételein végeztiik; ennek sordn az alanyoknak egy kétperces, szamukra
korabban ismeretlen tudomanyos ismeretterjesztd szoveg meghallgatasa utdn mi-
nél pontosabban el kellett azt mesélniiik. A feladat végrehajtésa szdmos kognitiv
funkcié (figyelemosszpontositas, munkamemoria, idbeli orientécio, rendszere-
zés) Osszehangolt mikodését igényli (Mar, 2004).

Az alanyok valaszait egy Sony PCM-A10 digitalis diktafonnal, valamint csip-
tet&s mikrofonnal rogzitettiik. Az eredetileg sztereo, 48 kHz mintavételi felvéte-
leket az automatikus feldolgozas el6tt 16 kHz mintavételezésti, moné formatumra
konvertaltuk.

3. wav2vec 2.0

A wav2vec architektira egy konvolicids neuralis héld, melynek bemenete a
nyers beszédhang-jel, kimenete pedig egy olyan reprezentacio, mely alkalmas egy
beszédfelismerd rendszer bemenetének. Tanitasa onfeliigyelt médon torténik, az
adott felvétel kovetkezs szegmensének predikciojara (Schneider és mtsai, 2019).
A wav2vec 2.0 architektura ezen a megkozelitésen gy javitott, hogy a tanitas
soran — a modell zajttirésének javitasa érdekében — maszkolast (a bemenet egyes
részeinek nulla értékkel helyettesitését) is alkalmazott. Tovabbi kiilonbség a kont-
rasztiv tanitas (contrastive learning) alkalmazéisa, melynek soran a modell célja
annak felismerése is, hogy két kiilonbozsféleképpen transzformélt reprezentacio
(esetiinkben a finomhangolt réteg kimenete, valamint a konvolicios réteg kime-
netének diszkretizalt (kvantalt) forméja) azonos bemenethez tartozik-e (Baevski
és mtsai, 2020). A wav2vec 2.0 architektira az 1. 4bran lathato.

3.1. Jellemzdkinyerés wav2vec 2.0 segitségével

Amennyiben egy wav2vec 2.0 halot paralingvisztikai vagy orvosi céla beszéd-
elemzési feladatban jellemzdkinyerésre szeretnénk hasznalni, a legkézenfekvibb
valasztas vagy a konvolicios, vagy a finomhangolt blokk utolsé rétegébdl venni
az aktivaciokat (Fan és mtsai, 2021; Kodali és mtsai, 2023). Mivel ezek a beagya-
zasok keretszintiiek, a kinyert vektorok szdma egyenesen aranyos lesz a felvétel
hosszéval, igy ebben a formaban nem hasznalhatoak jellemzdskként (legalabbis a
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1. éabra: Egy finomhangolt wav2vec 2.0 hal6 struktaraja. Forrés:

https://ai.meta.com/blog/wav2vec-20-learning-the-structure-of-speech-from-raw-audio .

szamunkra most relevans feladatban). Hogy felvételszinti jellemzdket kapjunk
belgliik, valamilyen modon aggregélni kell 6ket a teljes hangfelvételen, példaul
venni az atlagukat és a szorasukat (Gosztolya és mtsai, 2022; Pérez-Toro és mtsai,
2022; Vaessen és Van Leeuwen, 2021).

Jelen tanulményunkban a finomhangolt blokk belsd rétegeire koncentralunk.
Egy standard XLSR-53 haloban (lasd (Babu és mtsai, 2022)) 24 ilyen transz-
former réteg van, mely kiegésziilve a konvolucios blokk utolsé rejtett rétegével,
25 lehetGséget jelent. Kozismert, hogy egy mély halé mélyebben fekvs rétegei
jellemzden alacsonyabb szintd informaciokat tarolnak (beszédfeldolgozés esetén
pl. csend, kiilonboz6 zajok vagy tovabbi akusztikai paraméterek (pl. visszhang
mértéke)), mig a magasabban talalhato rétegekben elsésorban magasabb szintt
(esetiinkben példaul, a jellemzdkinyerésre hasznalt halo fiiggvényében, fonetikai
vagy az aktuélis beszélore jellemz6) informéciok talalhatoak. Sajnos ezen kiviil
tovabbi kapaszkod6 nem &ll rendelkezésiinkre a megfelels rejtett réteg kivalasz-
tasara, igy mind a 25 variaciot végig fogjuk probélni.

4. Kisérletek

4.1. Jellemzdékinyerés

Két wav2vec 2.0 modellt hasznaltunk a jellemz&kinyerési 1épés soran, melyek a
Facebook altal el6tanitott XLSR-53 modell finomhangolaséaval keletkeztek (Babu
és mtsai, 2022). Ebben az architektiraban a konvolacios réteg utolso rejtett ré-
tege 512 neuronbol all, mig az ezt kovets kontextualizalt blokk mint a 24 rejtett
rétege 1024 neuront tartalmaz. A finomhangolt modellek kozill az els6 a nyil-
vanosan elérhet§ wav2vec2-large-xlsrb53-hungarian, melyet jonatasgrosman
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finomhangolt a Mozilla Common Voice 6.1 adatbézis magyar részhalmazan (8
oranyi adaton) (Grosman, 2021). A tovabbiakban erre a modellre mint leiratozoé
modellre fogunk hivatkozni.

A masik félhasznalt modelliink sajat tanitasa volt, ugyanugy a XLSR-53 mo-
dellbél kiindulva. Ezt a (magyar nyelvii) BEA Spontanbeszéd-adatbézis egy rész-
halmazan finomhangoltuk (Neuberger és mtsai, 2014). 165 beszél6t valasztot-
tunk ki; a felvételekbdl automatikusan kivagtuk azokat a részeket, melyekben a
felvételvezetd hangja is hallhato, igy Osszesen koriilbelil 60 6ranyi beszédanya-
got hasznaltunk. Az eredeti sztered, 44,1 kHz-en mintavételezett bemondasokat
mono, 16 kHz-es forméatumra konvertaltuk. Az utolso rejtett réteg aktivacioit
kiatlagoltuk (average pooling), az ezt kovet kimeneti rétegben pedig szoftmax
aktivaciot hasznaltunk 165 neuronnal. A betanult modell beszél§osztélyozési hi-
baja a teszthalmazon (de értelemszertien ugyanezen beszél6kon) 1,92% volt. A
tovabbiakban erre a modellre mint beszéld-azonosité modellre fogunk hivatkozni.

A Kkinyert bedgyazasok mindkét halo és minden réteg esetén keretszintiiek
voltak, melyeket az id6tengely mentén vett atlaggal és szorassal konvertalunk
felvételszintiivé. Mivel jelen munkankban elsGsorban a finomhangolt blokkbol
nyert beagyazasokra fokuszaltunk, a legtobb teszt soran 2048 felvételszintd jel-
lemz6t hasznéltunk; ez alol a konvolacids blokk utolséd rétegét vizsgélod tesztjeink
voltak kivételek, ahol 1024 jellemz&nk volt.

Természetesen a két wav2vec 2.0 haléval kapott eredményeket nem lehet koz-
vetleniil 6sszehasonlitani, hiszen azok tanitisa mas-mas adaton (és vélhetéleg
mas hiperparaméterekkel) tortént. Véleményiink szerint azonban alapvet&en igy
is alkalmasak arra, hogy demonstraljak a kiillénb6z6 célokra tanitott halok ered-
ményességét, amikor jellemz6kinyerésre hasznaljuk azokat.

4.2. Osztalyozas

Osztalyozasi kisérleteink egy hagyoményos sémat kdvettek: mivel az orvosi be-
szédfeldolgozéasi teriileten egy beszéls felel meg egy gépi tanuléasi példanak, adat-
halmazunk gépi tanulasi szempontbo6l nagyon kismérettinek szamit. Ezért nem
definidltunk kiilon tanito-, fejlesztési- és teszthalmazt, hanem keresztvalidaciot
alkalmaztunk. Minden csoportba (foldba) egy SM és egy kontroll alany felvételei
keriiltek, igy Osszesen 23 csoportot kaptunk. Az osztalyozas mindségét a ROC
gorbe alatti teriilet (AUC) metrikaval mértiik, melynek hasznélata szintén igen
elterjedt a tertileten (Carvajal-Castano és mtsai, 2022; Gosztolya és mtsai, 2022).

Osztalyozo eljarasnak SVM-et hasznaltunk (LibSVM implementécié (Chang
és Lin, 2011)). A nu-SVM valtozatot hasznaltuk linearis kernellel; a C hiper-
paraméter értékét 10151} kizott valtoztattuk. Beagyazott keresztvalidaciot
alkalmaztunk (Cawley és Talbot, 2010): a C hiperparamétert minden tanitas
esetén egy tovabbi (belsd, 22-szeres) keresztvalidacios lépés segitségével vilasz-
tottuk ki, a legjobb ROC gorbe alatti teriilet (AUC) érték alapjan.

Az AUC értékek robosztussaganak ellenérzése érdekében minden osztalyozasi
kisérletet Otszor végeztiink el, melyek a 23 beszélGesoport (véletlenszerd) kiala-
kitasdban tértek el egymastol. Az abrékon és a tablazatokban az 6t igy kapott
AUC érték atlagat adjuk meg, mig a modellek robosztussaganak vizsgélatahoz
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AUC

wav2vec 2.0 modell | Beagyazas Atlag ‘ Szoras ‘ Terjedelem
Utolsé konvolucids 0,724 0,008 | [0,712; 0,733 ]
Utolsé finomhangolt || 0,806 | 0,014 | [0,787; 0,824 |
Utols6 konvolticios 0,716 0,020 | [ 0,690; 0,741 |
Utols6 finomhangolt || 0,402 0,059 | [0,324; 0,461 |

Leiratozo6

Beszéls-azonosito

1. tablazat. A mért atlagos AUC értékek, azok szorasa és terjedelme ([min; max]) a
konvolucios és a finomhangolt blokkok utolso rétegeibdl nyert beagyazasok hasznalata-
val.

az AUC értékek szorasat, valamint az értékek terjedelmét (|min; max|) tiintetjik
fol.

5. Az utolsé rétegekkel kapott eredmények

Az 1. tablazat mutatja a konvolticios és finomhangolt blokkok utolso rejtett réte-
geinek hasznalataval kapott eredményeket. A leiratozo modellel kapott eredmé-
nyek elfogadhatonak tekinthetdek, és igen hasonloak a korabban a szakirodalom-
ban megjelent AUC értékekhez (Gonzalez-Machorro és mtsai, 2023; Gosztolya
és mtsai, 2023). A szoréas is elég alacsony mindkét tipust beagyazas esetén, amely
elég robosztus felismerést jelez. A beszéld-azonosité hilo esetén a konvolicios
beagyazasokkal nagyon hasonlé értékeket kaptunk, mint a leiratozé modellel: a
0,716-os atlagos AUC érték vallalhatonak tekinthets, bar a modellek AUC ér-
tékeinek szorasa és terjedelme valamivel nagyobb. A finomhangolt blokk utolso
rejtett rétege esetén azonban az osztalyozési teljesitmény igen rossznak bizo-
nyult: a 0,402-es atlagos AUC érték még a véletlen talalgatést is alulmulja. Ez
valésziniileg betudhatd annak, hogy a két halo eltérs feladatra lett tanitva, bar,
mivel a tanitis szamos paramétere (adatbazis, keretrendszer, hiperparaméterek)
biztosan vagy vélhet&en eltér, ezt érdemes fenntartassal kezelni.

6. A kozbiilsé rétegekkel kapott eredmények

A 2. dbra mutatja a leiratozo wav2vec 2.0 halobol nyert bedgyazasok haszna-
lataval kapott atlagos AUC értékeket. (Konv. jeloli a konvolicios blokk utolso
rétegébdl nyert bedgyazasokhoz tartozoé eredményeket, mig 1...24 a finomhan-
golt blokk megfelels rejtett rétegét. A 24. réteg a blokk utolso rétege, amelyhez
tartozé eredmények az 1. tablazatban is szerepelnek.) A hibasavok a legkisebb
és legnagyobb kapott értékeket mutatjak. Meglepd médon az dsszes belss rejtett
réteggel jobb eredményeket kaptunk, mint az utols6é konvolicios rétegre tamasz-
kodva. A kiilonbségeket a Mann-Whitney U teszttel (lasd (Mann és Whitney,
1947)) elemezve azt latjuk, hogy a javulas a 23 esetbdl 20-ban bizonyult sta-
tisztikailag is szignifikinsnak (csak a 16., 18. és 22. rétegek képeznek kivételt).
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2. abra: Az atlagos AUC értékek és a [min; max| terjedelem (hibasévokkal jel6lve)
a konvolucios blokk utolso rejtett rétege (Konw.), valamint a finomhangolt blokk
Osszes rejtett rétege esetén, a leiratozd wav2vec 2.0 halot hasznéalva.

A finomhangolt blokk utolso rejtett rétegéhez hasonlitva viszont mar csak hat
esetben kaptunk statisztikailag szignifikins (vagy idénként barmilyen) javulast;
ezek mindegyike a finomhangolt blokk mélyebben fekvs részén (1...9. rétegek)
talalhato6. Ez alapjan érdemes lehet egy wav2vec 2.0 halo bels6 rejtett rétegeibsl
nyerni az osztalyozashoz hasznalt beagyazéasokat, de tanicsos lehet a mélyebben
fekv§ rétegeket valasztani, legalabbis sclerosis multiplex felismerése esetén.

A beszélG-azonositoé halo esetén (1d. 3. dbra) az atlagos AUC értékek tel-
jesen méasként alakultak. A konvolicios blokk utolso rétegét ugyan néhany bel-
s6 rejtett réteg tulszarnyalja (ebbdl az els§ harom réteggel kapott javulas bi-
zonyult szignifikdnsnak), a kés6bbi rétegek hasznalataval azonban csak azonos
SM-azonositasi teljesitményt tudtunk elérni. A finomhangolt blokk magasabban
talalhato rejtett rétegei pedig egyenesen a pontossig csokkenéséhez vezettek.
(Ebben az esetben nem lattuk sok értelmét, hogy a finomhangolt blokk utolsd
rétegéhez is hozzameérjiik a kapott eredményeket.)

A 2. tablazatban tiintettiik fol a néhany kivalasztott rejtett réteg esetén ka-
pott AUC értékeket; a szignifikins javitasokat ,*” (p < 0,05) és ,,**” (p < 0,01)
jelzi, mig —" esetén nincs ilyen kiilonbség. A per szimbolum (,,/”) el6tti és utani
szimbolumok a konvolicios, illetve a finomhangolt blokk utolso rejtett rétegéhez
viszonyitott javulasra vonatkoznak. A leiratozé halobol szarmazo beagyazasok
esetén mind a négy kivalasztott réteggel szignifikans javulast tudtunk elérni a
konvolticiés blokk utolsé rejtett rétegéhez képest!, mig az utolsé finomhangolt
réteget a 4. és 6. rejtett réteggel tudtuk jelent&sen tulszarnyalni. Ezen két réteg
kozott nincs nagy kiilonbség az atlagos AUC értékben, bar a 4. réteg esetén ez

! Valamint még tovabbi 16 réteggel
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3. abra: Az atlagos AUC értékek és a [min; max| terjedelem (hibasévokkal jel6lve)
a konvolucios blokk utolso rejtett rétege (Konw.), valamint a finomhangolt blokk
Osszes rejtett rétege esetén, a beszéld-azonositd wav2vec 2.0 halot hasznalva.

AUC

wav2vec 2.0 modell | Beadgyazas Atlag | Széras ‘ Terjedelem
2. finomhangolt™ /|| 0,808 | 0,022 |[0,789; 0,838 |
4. finomhangolt™/™" || 0,868 | 0,004 |[0,866; 0,874 |
6. finomhangolt™™ || 0,860 | 0,016 |[0,832; 0,872 ]
8. finomhangolt™/— || 0,821 | 0,010 |[0,814; 0,838 |
Utolso6 konvolucios 0,724 | 0,008 |[0,712; 0,733 |
Utols6 finomhangolt || 0,806 | 0,014 |[0,787; 0,824 |
2. finomhangolt 0,756 | 0,028 |[0,735; 0,804 |
4. finomhangolt /™" || 0,708 | 0,038 |[0,644; 0,735 |
6. finomhangolt—™" || 0,704 | 0,024 |[0,666; 0,723 |
8. finomhangolt /™" || 0,713 | 0,026 | [ 0,686; 0,747 |
Utols6 konvolicios 0,716 | 0,020 | [ 0,690; 0,741 |
Utols6 finomhangolt | 0,402 | 0,059 | [ 0,324; 0,461 |

Leiratozo6

R

Beszéls-azonosito

2. tablazat. Az atlagos AUC értékek, szorasuk és terjedelmiik ([min;max]) néhany kiva-
lasztott belss rejtett réteg esetén. A statisztikailag szignifikdns javulast ,*” (p < 0,05)
és ¥ (p < 0,01) jelzi, mig ,,— esetén nincs ilyen kiilonbség.

valamivel magasabb (0,868 vs. 0,860), valamint az alacsonyabb szoras és sziikebb
terjedelem robosztusabb miikédésre is utal.

A beszélg-azonosité wav2vec 2.0 halo esetén nem ennyire jok az eredmé-
nyek: a konvoluciés blokk utolsd rejtett rétegével kapott osztalyozasi teljesit-
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wav2vec 2.0 AUC

modell Beagyazas Atlag ‘ Szoéras ‘ Terjedelem
1...8. finomhangolt™ /" 0,832 | 0,040 |[0,740; 0,872 ]

Leiratozo 9...16. finomhangolt™— || 0,798 | 0,026 |][0,741; 0,828 |

17...24. finomhangolt™/— || 0,762 | 0,033 |[0,719; 0,817 |
1...8. finomhangolt /" 0,722 | 0,037 |[0,664; 0,793 |
9...16. finomhangolt /™" || 0,686 | 0,029 |[0,632; 0,730 |
17...24. finomhangolt—/— || 0,479 | 0,107 |[0,311; 0,621 |

Beszéls-

azonosito

3. tablazat. Az atlagos AUC értékek, szorasuk és terjedelmiik (5. és 95. percentilisek)
a finomhanglot blokk mélyebben, kbézépen és magasabban fekvd régioi esetén. A sta-
tisztikailag szignifikdns javulast ,*” (p < 0.05) és ,,**” (p < 0.01) jelzi, mig ,,— esetén
nincs ilyen kiilonbség.

ményt csak a finomhangolt blokk 2. rejtett rétege tudta tulteljesiteni (p = 0,003),
a tobbi kiemelt réteg mar csak ekvivalens eredményekhez vezetett, rdadasul va-
lamivel nagyobb szoras-értékek mellett. (A 2. finomhangolt rétegre épiils oszta-
lyoz6 modellek robosztussaga megegyezik a konvolucios rétegre épitettekével.) A
finomhangolt blokk utolso rejtett rétegét sikeriilt mind a négy esetben szignifi-
kansan tulteljesiteni, de annak pontossaga eleve nagyon alacsony volt. Osszes-
ségében a beszélG-azonosité modellel kapott eredmények elmaradtak a leiratozé
modellel kapottaktol, még a mélyebben fekvs rejtett rétegek esetén is.

Végiil a 3. tablazatba szedtiik 6ssze finomhangolt blokk also, k6zépss és leg-
folss egyharmadanak osszesitett teljesitményét. (Ebben az esetben a terjedelmet
a 40 (8x5) AUC érték 5. és 95. percentilisével szamitottuk.) A leiratozé halo
esetén mindegyik régio szignifikdnsan jobb eredményeket adott, mint a konvola-
cios blokk utolso rejtett rétege (p < 0,01), a finomhangolt blokk utolso rejtett
rétegébdl kapott bedgyazasoknal azonban csak az alsé régioé bizonyult jobbnak
(p =0,038), mig a legfolss régio szignifikdnsan rosszabb eredményeket adott. A
beszéls-azonositd hald esetén, meglepd modon, még a mélyebb régioé is csupan
azonos teljesitményt tudott nyujtani, mint a konvolucités réteg (0,722 és 0,716
atlagos AUC értékek, p = 0,691), a kozépsd és legfolss régiok pedig szignifikan-
san rontottak (p = 0,038 és p < 0,001). A legtobb esetben sikeriilt tilszarnyalni
a finomhangolt blokk utols6 rejtett rétegét, azonban ez a referencia-érték eleve
igen alacsony volt.

Osszességében azt kaptuk, hogy mindkét halo esetén altalaban a finomhan-
golt blokk mélyebben fekvd rétegeibdl érdemes jellemzéket kinyerni, mert azok
alkalmasabbak a sclerosis multiplex felismerésére. A kétfajta halotipus koziil a
beszédfelismerésre tanitott (leiratozd) sokkal hatékonyabbnak bizonyult, mint a
beszélgk felismerésére tanitott (beszéld-azonositd), azonban ezt fenntartéssal kell
kezelniink, hiszen a két halo eltérds (bar egyarant magyar nyelvii) adaton és eltérg
koriilmények kozott lett betanitva.
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7. Konklazié

Jelen tanulmanyunkban azt vizsgaltuk, hogy a sclerosis multiplex milyen mér-
tékben detektalhatd automatikusan az alanyok beszédébdl. Ehhez egy viszonylag
hagyomanyos rendszert épitettiink, ahol a jellemz&ket egy wav2vec 2.0 halobol
nyertiik, osztalyozéasra pedig SVM-et hasznéaltunk. 45 anyanyelvi magyar beszélé
felvételeit hasznaltuk (23 relapszalo-remittald altipusa SM alanytto és 22 de-
mografiailag illesztett egészséges kontrolltol). A wav2vec 2.0 halé konvolucids és
finomhangolt (kontextualizalt) blokkjainak utolso rejtett rétegeibsl vett jellem-
z6k mellett a finomhangolt blokk tovabbi 23 rétegét is megvizsgaltuk. Két kiilon-
boz6 modon (beszédfelismerésre, valamint beszél6felismerésre) tanitott wav2vec
2.0 halot is teszteltiink.

A beszédfelismerd (vagy leiratozo) halo esetén a konvolacios blokk utolso rej-
tett rétegéhez képest majdnem minden esetben statisztikailag szignifikdns javu-
last sikeriilt elérni, és a finomhangolt blokk utolsé rejtett rétegét is tulszarnyaltuk
a mélyebben fekvs rejtett rétegekkel. A beszélé-azonosité halo esetén azonban,
bar néhany mélyebben fekvd rejtett réteg javulast eredményezett, a legtobb eset-
ben azonos vagy egyenesen rosszabb eredményeket kaptunk. Ezekbdl a megfigye-
lésekbdl arra kovetkeztethetiink, hogy egy jellemzdkinyerésre hasznalt wav2vec
2.0 halot érdemesebb lehet a hagyoményos beszédfelismerési feladatra tanita-
ni, mint beszélazonositasra. Ugyanakkor mindkét tanitasi kritérium esetén a
finomhangolt blokk mélyebben fekvs rejtett rétegekre érdemes tdmaszkodni.

Az elvégzett kisérletek hianyossaga, hogy a két wav2vec 2.0 hald, bar archi-
tektarajukban és a finomhangolés el6tti stulyaikban megegyeztek, mas adaton,
eltérd keretrendszert hasznélva és eltérd hiperparaméterekkel lettek tanitva. Bar
a sajat csapatunk altal, beszélGazonositasra tanitott halo (beszéls)osztalyozasi
pontossaga kellGen alacsonynak tiinik (2% alatti), nem zarhatjuk ki, hogy vala-
milyen technikai probléma vezetett a latvanyosan alacsonyabb teljesitményhez,
mikor a rejtett rétegek aktivacioit hasznaltuk jellemzdékként.

Megjegyeznénk még, hogy az egyes rejtett rétegek maés jellegii informacio-
kat tarolnak, igy a bel6liik kinyert beagyazasok kombinalasa tovabb javithatja
az osztalyozasi pontossigot. Sajnos az ilyen kombinécids kisérletek korrekt ki-
értékeléséhez valosziniileg tobb alanyra van sziikség, mint a jelenleg rendelke-
zéstinkre allo 45 {6 (amely egyébként az orvosi célu beszédfeldolgozas teriiletén
elegenddnek szamit). Ennek ellenére a kozeljovSben tervezziik ilyen kombinécios
kisérletek elvégzését.

8. Koszonetnyilvanitas

A kutatast részben a Nemzeti Kutatéasi, Fejlesztési és Innovacios Hivatal téa-
mogatta a NKFIH K-132460 palyazat keretében. A kutatast (amelyet a Szegedi
Tudoméanyegyetem valositott meg) az Innovacios és Technologiai Minisztérium és
a Nemzeti Kutatési, Fejlesztési és Innovacios Hivatal is tdmogatta a TKP2021-
NVA-09 palyazat és a Mesterséges Intelligencia Nemzeti Laboratérium (RRF-
2.3.1-21-2022-00004) keretében.
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Imitalt és valédi depresszié elkiilonitése mély
neuralis halé alapi jellemzdkinyerési
modszerekkel

Dalotti Agoston®, Kiss Gabor!

'Budapesti Miiszaki és Gazdasagtudomanyi Egyetem,
Tavkozlési és Mesterséges Intelligencia Tanszék
dalottiagoston@edu.bme.hu, kiss.gabor@vik.bme.hu

Kivonat Korunk egyik leggyakoribb mentalis betegsége a depresszio.
Az utobbi években szamos kutatas foglalkozott a depresszié automati-
kus felismerésével. A depresszié hatassal van a betegek beszédképzésére,
és igy a megvaltozott beszéd elemzése lehetGséget biztosit a diagnozis
automatikus tamogatasara, vagy betegség automatikus sziirésére. Jelen
kutatasban azt vizsgaljuk, hogy a depressziot felismers modellek, hogyan
teljesitenek kiilonbozd érzelmi toltetd illetve depresszios beszédet imitald
mintak esetében. Ennek a vizsgalata azért fontos, mert eddig f6leg ugy
vizsgaltak az ilyen modellek teljesitményét, hogy egészséges - semleges
érzelmi toltett, illetve depresszids személyek beszédén tesztelték azokat.
Ezek tiikrében, jelen cikkben a legtijabb mély neuralis halo alapu jel-
lemzdkinyerd eljarasok segitségével bemutatunk egy nem-egytittmikods
pécienst feltételezs - depresszio silyossagat becsls - depressziot felismerd
modellt. Az eredmények alapjan kijelenthets, hogy a kiilonb6z6 érzelmi
toltetek illetve a depresszi6 imitélasa megneheziti a depresszi6 felismeré-
sét, ugyanakkor bemutatjuk, hogy megfelel6 modell kialakitasaval javit-
hato a felismerés pontosséaga.

Kulcsszavak: Depresszio, X-Vektor, ECAPA, ResNet, Speechbrain, SVR,
Random Forest, MLPRegression, Imitaci6, Diagnoézis

1. Bevezetés

Az emberi beszéd egy komplex kifejez6 eszkodz, mely a nyelvi tartalmon tulme-
néen nonverbalis informaciokat is magéaban hordoz. Kutatésok sora foglalkozott
a beszédben rejlg nonverbalis lehet&ségek kiaknézasaval, gy, mint beszélGazo-
nositassal (Graczi és mtsai, 2022), diarizacioval (Dawalatabad és mtsai, 2021)
vagy akar orvosi diagnozis tdmogatéasaval (Sztaho és mtsai, 2022)(Salih és Szta-
ho, 2023). Ez utobbihoz kapcsolodva szamos kutatas foglalkozott a depresszio
- beszédelemzés alapjan torténd - diagnozisanak tamogatasaval (Low és mtsai,
2020). Az eddigi kutatasok elsGsorban semleges érzelmi toltetd, egyiittmiiko-
dé egészéges személyek és depresszios személyek beszédmintéit elemezték. Jelen
kutatasban azt vizsgaljuk a korabbiaktol eltérd 0j beszédmintak felhasznélasa-
val, hogy a depresszié illetve kiilonb6z6 érzelmi allapotok imitélasa mennyiben
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neheziti meg a depresszios allapot automatikus felismerését. A kutatds soran
elGszor elkészitettiink egy magyar nyelven miik6dé modellt, amely kozeliti a leg-
korszertibb egyilittmiik6ds pacienst feltételez6 modellek teljesitményét. Ennek
megvizsgaltuk a mtikodését az imitalt mintdkon. Majd modern, mély neuralis
halokon alapulé jellemzskinyers eljarasok segitségével javaslatot tesziink arra,
hogyan lehet javitani a gépi modelleken, hogy ilyen jellegli mintakon is jobban
teljesitsenek, ugy, hogy kdzben a klasszikus egyilittmiik6d6 mintakon se romoljon
a teljesitménytik.

1.1. Depresszio

A depresszi6! korunk egyik legmeghatarozobb gyogyithaté betegsége. A WHO
(Word Health Organization) statisztikai szerint a teljes populacio 3,8% -at, mig a
felnsttek 5% -at érinti (WHO, 2023). Tovabba predikciojuk szerint az unipoléris
depresszio 2030-ra benne lesz a 3, vilagszinten legtobb embert érinté betegségben
(a HIV/AIDS és a szivproblémak mellett) (Marcus és mtsai, 2012). A depresszio
jelent&sen befolyasolja a betegek életmindségét, szomatikus panaszok mellett ko-
moly kognitiv, viselkedésbeli és motivacios tiinetek jelentkeznek. A korai tiinetek
viszont annyira kiilénfélék lehetnek, hogy a héziorvoshoz fordulé betegek ritkan
kapnak megfelels diagnozist (Torzsa és mtsai, 2009). A depresszi6 diagnosztiza-
lasara csak egy sziik, magasan képzett orvosi-pszichologusi réteg képes.

BDI-II - Beck Depression Inventory-II (tovabbiakban BDI) olyan tiine-
tek klinikai megfigyelésén alapul, amelyek depresszios személyeknél gyakran, mig
egészséges személyeknél ritkabban jelentkeznek (Beck és mtsai, 1988).

Az egyes tiinetekre adott értékek Gsszegzésébdl alakul ki a BDI pontszam.

A hatéarokat irodalomtol fliggéen egy kicsit mashol talaljuk, mi az alabbiak sze-
rint dolgoztunk (Egas-Lopez és mtsai, 2022):

— 0-13: minimélis depresszi6 (egészséges)
— 14-19: enyhe depresszio

— 20-28: mérsékelt depresszid

— 29-63: silyos depresszio

A BDI egy elfogadhat6, és nemzetkozileg hasznalt skdla a depresszio silyossaga-
nak becslésére. Kimutathato, hogy felhasznalasaval a gépi tanulé modellek pon-
tosabb becslést képesek adni a vizsgélt alany betegségének stulyossagat illetGen.
Bar a BDI pontszam manualis kitoltéssel elérhetd, az automatikus beszédelemzés
olyan esetekben is tAmogatja a diagnozist, ahol a pontszam nem &ll rendelkezésre.
A teszt egyszeri elvégzése lehetGvé teszi a depresszios beszédadatbazisok gyors
novelését, amely elengedhetetlen a jelenlegi modellek pontossagénak fejlesztésé-
hez (Hajduska-Dér és mtsai, 2022).

! Major Depressive Disorder - tovabbiakban depresszi6

74



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

2. Adatbazisok

2.1. Magyar Depressziés Beszédadatbazis (MDB)

A kutatasunk kezdetekor elérhetd legnagyobb, magyar nyelvii felvételeket tartal-
maz0, depresszios beszédadatbazist hasznaltuk, amelyben a vizsgalt személyek
egy koriilbeliil 1 perc hosszu régzitett szoveget olvastak fel ("Az Eszaki Szél és
a Nap").

A felvételek csendes helyiségben keriiltek rogzitésre Lexicon Alpha tipusi kiilsg
hangkartya segitségével, 44,1 kHz mintavételi frekvenciaval, 16 bites kvantalas-
sal, tomoritettlen PCM kodolassal, ATR3350 tipustu csiptetds mikrofonnal. A
mikrofon a vizsgalt személy mellkasahoz volt rogzitve (Kiss, 2019).

Erre az adatbazisra a késgbbiekben "Magyar Depresszios Beszédadatbazis (MDB)"
néven hivatkozunk. Az adatbézis Gsszesen 414 személytdl tartalmaz pontosan egy
olvasott felvételt, 214 egészséges és 200 depresszids embertsl. A 1. tablazatban
foglaltuk Gssze a vizsgalt alanyokkal kapcsolatos legfontosabb informaciokat.

1. tablazat. Az MDB vizsgalt alanyainak adatai.

Alanyok szama Alanyok BDI szerinti Alanyok életkoranak

(nok/ferfiak)  atlaga és szorasa atlaga és szorasa
Depresszios 200 27,1 39,25
alanyok: (134/66) (£9,1) (+14,25)
Egészséges 214 5,48 52,47
alanyok: (133/81) (+5,1) (+20,13)
Osszesitett: 414 15,75 46
(267/147) (+13,15) (+18,8)

2.2. Magyar Depresszios Imitaciés Beszédadatbazis

A depresszio és kiilonb6z6 érzelmi allapotok imitalasdhoz uj beszédadatbazist
rogzitettiink, az MDB rogzitési koriilményeivel megegyezé modon.

A felvételek elkészitése el6tt minden vizsgalt alanyt tajékoztattunk az adatke-
zelési kotelességeinkrdl, és kitoltettiink egy nyilatkozatot, miszerint tarolhatjuk
és vizsgalhatjuk az altaluk szarmazo hangfelvételeket (Nemzeti Adatvédelmi és
Informacioszabadsag Hatosag, 2016).

Az adatbazis elkészitéséhez hivatdsos és amatdr szinészeket kértiink fel. Minden
vizsgalt alannyal 5 felvételt készitettiink, az alabbiak szerint:

— Kontroll felolvasas: Természetes modon (semleges érzelemi allapotban) tor-
ténd felolvaséds. Erre a tovabbiakban "Kontroll minta"-ként hivatkozunk.

— Depressziot imitalo felolvasas. Fontos megjegyezni, hogy ezen kiviil semmi-
lyen instrukciot nem adtunk, a vizsgalt alany doéntése volt, hogy ez mit jelent.
Erre a tovabbiakban "Depressziot imitaldo minta"-ként hivatkozunk.
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— Diihot imitalo felolvasas. Erre a tovabbiakban "Diihét imitalé minta"-ként
hivatkozunk.

— Szomorisagot imitalo felolvasés. Erre a tovabbiakban "Szomorisagot imitalo
minta"-ként hivatkozunk.

— Vidam hangulatot imitalé felolvasas. Erre a tovabbiakban "Vidamsagot imi-
talo minta'"-ként hivatkozunk.

Tovabba minden vizsgalt alannyal kitoltettiink egy BDI tesztet, melynek ered-
ményére a tovabbiakban "Sajat BDI pontszam"-ként hivatkozunk.

Erre az adatbazisra a késébbiekben "Magyar Depresszids Imitacios Beszédadat-
bazis (MDIB)" néven hivatkozunk. Az adatbazisban Osszesen 135 felvétel van,
27 kiilonb6z6 szinésztsl.

A vizsgalt alanyok relevans adatait a 2. tablazatban foglaltuk Gssze.

2. tablazat. Az MDIB vizsgalt alanyainak adatai.

Alanyok szama Sajat BDI pontszamok Alanyok életkoranak

(ndk/férfiak) atlaga és szoréasa atlaga és szorasa
27 8,63 31,3
(13/14) (£5,35) (£16,57)

Az adatbézis létrehozésa soran igyekeztiink minél t6bb hivatasos szinészt

megkeresni. Végiil a mintak 48%-a szarmazik hivatasos szinhazi szinészektél (Ka-
tona Jozsef Szinhaz, Orkény Istvan Szinhaz, Vigszinhaz szinészei, és a Szinhéz-
és Filmmiivészeti Egyetem hallgatoi).
Az érzelmek imitalasarol: Fontos megjegyezni hogy az MDIB-ben régzitett
felvételek imitalt érzelmekkel toltott bemondéasokat tartalmaznak. Sajat tapasz-
talatunk, és korabbi kutatasok is azt igazoljak, hogy a szinészek altal elGadott
érzelmek gyakran hevesebbek, mint ahogy azt a valésagban tapasztaljuk (Fe-
gy6, 2019). Ennek ellenére az érzelmek beszéd alapi detektéalasaval foglalkozo
kutatasokban bevett szokas, hogy szinészek bemondasaival dolgoznak.

3. Modszerek

3.1. Mély neuralis halé alapn jellemzdkinyerés

A kutatas soran harom kiilonb6z6 mély neuralis halo alapu beszédjellemzs-
kinyeré modellt hasznaltunk; X-Vektor implementaciét?, az ennek tovabbfejlesz-
téseként értelmezhetd ECAPA-TDNN implementaciét®, és a ResNet architek-
taranak az implementéciojat?. Mindharom esetben a Speechbrain altal elGtani-
tott megvalositast hasznaltuk (Ravanelli és mtsai, 2021). A modellek tanitasa a
VoxCeleb1-2 adatbazisokkal tortént (Chung és mtsai, 2018).

2 https://huggingface.co/speechbrain /spkrec-xvect-voxceleb
3 https://huggingface.co/speechbrain /spkrec-ecapa-voxceleb
* https://huggingface.co/speechbrain /spkrec-resnet-voxceleb
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X-Vektor technologia David Synder nevéhez fiz6dik (Snyder, 2020). Az ere-
deti architektira beszélGazonositdshoz késziilt, de kordbbi kutatasok bemutat-
tak, hogy a 7. (szegmens) réteg bedgyazasait lényegesen szélesebb célra fel lehet
hasznalni (Egas-Lopez és mtsai, 2021) (Egas-Lopez és mtsai, 2022).

3. tablazat. X-Vektor TDNN architektira (Snyder és mtsai, 2018).

Réteg Réteg Teljes Bement x Kimenet
kontextus kontextus

1. (keret)  [t-2,t+2] 5 120x512

2. (keret)  {t-2,t,t+2} 9 1536x512

3. (keret)  {t-3,t,t+3} 15 1536x512

4. (keret) {t} 15 512x512

5. (keret) {t} 15 512x1500
Stat. osszegzés  [0,T) T 1500Tx3000
6. (szegmens) {0} T 3000x512
7. (szegmens) {0} T 512x512

Softmax {0} T 512xN

A mély neuralis hélo szerkezetét a 3. tablazatban mutatjuk be. Megfigyelhetd,

hogy a keret szintii rétegek az adott keret sziik idébeli kontextusat is felhasz-
naljak a kimenet megalkotasahoz, igy Time-Delay Neural Network (TDNN)-rol
beszéliink.
A statisztikai Gsszegzés utan mar tud szegmens szinten dolgozni a neurélis halo
és megfigyelhets, hogy itt a kimenetein méar fix méretd (512) jellemzsvektorok
jelennek meg. A 7. (szegmens szinti) réteg kinyerésébdl all el a késébbiekben
felhasznalt jellemzd&vektor.

Emphasized Channel Attention, Propagation and Aggregation, a to-
vabbiakban ECAPA, az x-vektor modell alapjaira épitkezik, és harom teriileten
vezet be fejlesztéseket.

Elgszor, bevezeti a csatorna- és kontextusfliggs statisztikai 6sszegzést, amely ki-
terjeszti a rovid idébeli figyelmet a csatornafigyelemre. A modositas azt teszi
lehetévé a halozat szamara, hogy a beszéléspecifikus jellemzokre fokuszaljon, el-
keriilve a hasonl6 vagy egyideji id6pontokban torténg aktivaciot.

Masodszor, a modell bevezeti az 1-dimenziés Squeeze and Excitation (1D SE)
hasznélatat, ezzel kiterjesztve a keretszint jellemzket. Az eredeti x-vektor mo-
dellben ezek a jellemzdk egy 15 keretnyi id6ablakra korlatozodtak. Azonban az
ECAPA modellben, az 1D SE bevezetésével a modell képessé valik az egész
hangfelvétel globalis tulajdonsagainak megragadésara. Az architekturat a 1. ab-
ra mutatja be.

Tovabba egy reziduélis blokkot is bevezettek, amely az 1D SE komponenst
Osszefiizi az x-vektor modellel. Az ECAPA kiilonb6z6 rétegekbdl szarmazo jel-
lemzd&térképeket integrél, felismerve, hogy még a magasabb rétegek is gazdagit-
hatjak a kés6bbi bedgyazasokat. Ezt a Multilayer Feature Aggregation (MFA)
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1. abra: ECAPA architekttra blokkabraja (balra), a modellben felhasznalt SE-
Res2Block (jobbra) (Aziz és Sztaho, 2024) (Desplanques és mtsai, 2020). A
ConvlD réteg vagy SE-Res2Block kernelméretét k, a dilacios tavolsagat pedig
d jeloli. C és T a kozbenso jellemzGtérképek csatorna- és idGbeli dimenziojat
jelolik. S a tanitashoz hasznalt beszéldk szama.

segitségével valositjak meg, ahol az 6sszes SE-Res2Block jellemz&térképet ossze-
fizik. Alternativ megoldasként a kiilonbo6z6 rétegekbdl szarmazoéd informéaciokat
rezidualis kapcsolatok 6sszegzésével vonjak be. Ez gazdagabb reprezentaciot biz-
tosit, mikézben a modell komplexitasat kezelhetd szinten tartja (Desplanques
és mtsai, 2020).

Residual Network (ResNet) miikddési elve lényegesen eltér a kordbban be-
mutatott modellektsl. A jellemzdkinyerés ebben az esetben egy képfeldolgozasi
feladatként valosul meg. A halozat elkésziti a mel séavos spektrogramot, majd
ezzel a képpel dolgozik. (Mind az x-vektor, mind az ECAPA MFCC egyiittha-
tokkal dolgozik.)

A ResNet két dimenzios konvoluaciokon (2D-CNN) alapul. A modell a 2. abran
lathato rezidualis blokkokbol all.

A reziduélis blokk két 2D konvoliciobdl épiil fel, amelyeket RelLU nemlineari-
tas valaszt el; a blokk bemenetét hozzdadjak a mésodik konvolicié kimeneté-
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weight layer

X
identity

2. abra: Alap épitSelem a ResNet architektaraban (He és mtsai, 2016).

hez, majd egy tjabb ReLU aktivilas kovetkezik. Kutatasunk soran 34 reziduélis
blokkot tartalmazo modellel dolgoztunk. A ResNet34 topologiajat a 4. tablazat
foglalja Gssze.

4. tablazat. ResNet34 architektura 16kHz-es mintavételezés esetén. T a szekvencia
hosszusagat jeloli (Villalba és mtsai, 2020).

Réteg  Kimenet Kimenet Csatornak Blokkok Kernel
mérete csokken

konv1l 40x T Nem 16 - 7
resblock-1x 40 x T  Nem 16 3 3x3
resblock-2x 20 x T/2 Igen 32 4 3x3
resblock-3x 10 x T/4 Igen 64 6 3x3
resblock-4x 5 x T/8  Igen 128 3 3x3

atlag  1xT/8 - 128 -

3.2. Jellemzd&k elsfeldolgozasa

A tultanulas elkeriilése végett pearson korrelacié alapu jellemzd kivalasztést haj-
tottunk végre, igy elhagyva azokat a jellemz&ket, amelyek zajt vagy random
fluktuéciot reprezentalnak (Pudjihartono és mtsai, 2022), illetve, hogy a tanités
idsigényét csokkentsiik (Yu és Liu, 2004).

Mindhérom jellemz&kinyers eljaras utan kapott jellemzd halmazbol azt az 50
jellemz&t valasztottuk ki, amelyek a legnagyobb korrelaciot mutattak a BDI
pontszamokkal. A kivalasztott jellemz&ket z-normalizaltuk.

3.3. Modell tanitasa és tesztelése

Kutatasunk sordn a 3. abran lathaté 1épések mentén haladva készitettiik el a
modelleket Python kérnyezetben.

Referencia Modell: Megvalositottunk egy korszerti egyiittmiik6d6 pécienst
feltételezs depresszio sulyossagit becslé modellt. Az MDB mintain elvégeztiik
mindharom neuralis haloval a beszédjellemzk kinyerését, majd végrehajtottuk
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3. abra: A folyamat altalanos blokkabréaja.

a 3.2. fejezetben részletezett 1épéseket. Az igy kapott jellemzdSkkel tanitottunk
egy Szupport Vektor Regresszios modellt a BDI pontszamok prediktalasara. A
tanitashoz RMSE hibafiiggvényt hasznaltunk. A tanitas soran rbf kernelt hasz-
naltunk, amely paramétereinek értékeit keresztvalidacio segitségével optimalizal-
tuk (2710 — 219 k5z6tt).

FEzzel parhuzamosan az MDIB mintain is elvégeztiik a jellemzdékinyerést, és az
eléfeldolgozast, de az igy kapott jellemzGket csak a teszteléshez hasznaltuk fel.

Imitalasra robosztus modell: A referencia modellhez képest két jelentGs val-
toztatast tettiink meg. Egyrészt az el6feldolgozas lépéseit az MDB és MDIB
kozos adatbazisan végeztiik el, ezéltal olyan beszédjellemzdk is bekeriiltek a ki-
valogatott halmazba, amelyek a referencia modell esetében nem. Tovabba a gépi
modell tanitasat is az MDB és MDIB kozos adatbazisaval végeztiik el.

Harom kiilonb6z6 gépi modellt probaltunk ki, a Random Forest Regressziot, a
Multi-Layer Perceptron neuralis halo alapu regresszidt, és a Szupport Vektor
Regressziot. Mindharom esetben 20Fold x 20Fold beagyazott keresztvalidacidval
végeztiik el egyrészt a modell optimalizalasat, masrészt a tesztelését.

Fontos megjegyezni, hogy az MDIB mintai k6zott személyenként 5 felvétel sze-
repel. A tanulas sorén ezeket a mintakat csoportként kezeltiik, hogy mind az 5
minta egyszerre keriiljon a tanité vagy teszt halmazba.

Az elvégzett kisérletekbdl egyértelmiien kideriilt, hogy a feladatra a harom gé-
pi tanuldé modell koziil a Szupport Vektor Regresszios gép a legalkalmasabb. A
modellben rbf kernelt alkalmaztunk, a cost és gamma paraméterek 2710 — 210
hatvanyok kozotti optimalizalasaval.

4. Eredmények

Az eredmények kiértékelése soran a prediktalt BDI pontszamok alapjan a de-
presszi6 osztélyozéasat is elvégeztiik. A 13,5 BDI pontszam feletti értékeket de-
pressziosnak, az alattiakat pedig egészségesnek vettiik.
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4.1. Referencia modell

A 3.3. fejezetben bemutatott (referencia modell) architektira kiértékelése soran
kapott eredményeket a 5. tablazatban foglaltuk 6ssze. Az MDB alanyaira a tani-
tas soran®, mig az MDIB alanyaira a tesztelés soran sziilettek a BDI predikciok,
amelyek alapjan a metrikdkat kiszamoltuk.

5. tablazat. Baseline eredmények az MDB alanyokra és MDIB alanyokra prediktalt
BDI pontszamokbol.

MAE|RMSE|Pearson korrelacios|Szenzitivtas|Specificitds|Pontossag|AUC
egylitthato

X-Vektor| 6,91 | 9,23 0,66 79% 88% 84% 0,89

ECAPA | 8,82 | 11,01 0,48 74% 69% 71% 0,79

ResNet | 8,09 | 10,4 0,53 81% 68% 74% 0,81

Az eredmények alapjan kijelenthetd, hogy az x-vektor alapt modell miiko-
dott a legjobban. JelentGsen jobb eredményt ért el a méasik két mély neuralis
alapt jellemzdkinyerd eljarassal szemben.

Statisztikai proba: Az MDIB alanyaira prediktalt BDI pontszamok egy szem-
léletes prezentacidja az azonos személy kontroll mintdja és az adott érzelmet,
vagy depressziot imitalé mintaja kozott szamolt péarositott t-proba eredménye.
A statisztikai proba soran a nullhipotézisiink az alabbi volt:

Az imitdcid nincs hatdssal a depresszio siulyossdgat prediktdlo modellek mikodé-
sére.

A nullhipotézist az alabbi szignifikancia szintek mellett vizsgaltuk:

— p > 0,05: nem szignifikins a két ponthalmaz eloszlasanak eltérése
- 0,05>p>0,01: *

— 0,01 > p > 0,001: **

— 0,001 > p: ***

Az elvégzett parositott t-proba eredményeit a 6. tablazatban foglaltuk Ossze.
Altalanosan elmondhat6, hogy a modell kevéssé robosztus az imitalasra.

A 4. 4bran megfigyelhets az x-vektor jellemzskinyerd modszer segitségével el-
készitett regresszios modell eredményei. Megfigyelhetd, hogy nem-egytittmikods
paciensre (depressziot imitalé mintak) jellemz&en magasabb BDI pontszamokat
prediktél, mint egylittmikdds paciens (kontroll minta) esetében.

4.2. Imitalasra robosztus modell

A predikciokbol szamitott metrikdk eredményeit a 7. tablazat foglalja 6ssze. Eb-
ben az esetben is az x-vektor jellemzsit felhasznalva sikeriilt a legalacsonyabb

5 A tanités soran elvégzett bedgyazott keresztvalidacio kiilss validacios halmazba esett
alanyokra prediktalt BDI pontszamokat rogzitettiik.
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6. tablazat. Baseline parositott t-proba eredmények az MDIB alanyokra prediktalt BDI
pontszamokbol.

kontroll minta - |kontroll minta - kontroll minta - kontroll minta -
depressziot imitald| dithét imitalé [szomorisagot imitalo|vidamsagot imitalo
minta minta minta minta
X-Vektor () (%) nem szignifikins (**)
ECAPA () nem szignifikans () nem szignifikans
ResNet ) 6 ) )

X-Vector (Referencia)

35
30
25

20

BDI

15

10

R ITLRELITINT I m.m.mn\m

MDIB Bemonddk

D Kontrollminta M Depresszidt imitalt minta

4. abra: Az MDIB alanyainak kontroll és depressziot imitalo felvételeire (x-vektor
jellemzdkkel tanitott) referencia modell altal prediktalt BDI pontszamok.

RMSE-t elérni. Altalanosan elmondhat6, hogy ezzel a modellel jobb eredmények
sziilettek, mint a viszonyitasi verzioként bemutatott modellel. (Ld. 5. tablazat.)
A 5. 4bran az MDIB alanyainak kontroll és depressziot imitalé mintaira predik-
talt BDI pontszamokat mutatjuk be. Megfigyelhets, hogy az x-vektor jellemz&k
felhasznalasaval sziiletett predikciok kozel esnek egymaéshoz.

Statisztikai préoba: Az MDIB mintéaira prediktalt BDI pontszamokra elvég-
zett parositott t-probak eredményeit a 8. tablazatban foglaltuk 6ssze. Osszevetve
a referencia modell eredményeivel, belathatd, hogy a modell lényegesen ponto-
sabb predikcidkat végez az imitalt mintédkra, tehat a célunk, miszerint létre sze-
retnénk hozni egy érzelmi imitéciéra robosztus modellt, sikeresnek tekinthetd.
A depressziot imitalt mintdk esetében is javultak az eredmények, de tovabbi
eréfeszitésre van sziikség, ha azt is elfogadhato mértékre szeretnénk emelni.
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7. tablazat. SVR gépi tanulas eredményei az MDB alanyokra és MDIB alanyokra pre-
diktéalt BDI pontszamokbol.

MAE|RMSE |Pearson korrelaciés|Szenzitivtas|Specificitas|Pontossag| AUC
egylitthato

X-Vektor| 6,78 | 9,11 0,66 78% 92% 86% 0,89

ECAPA | 8,43 | 10,58 0,49 84% 58% 69% 0,80

ResNet | 8,35 | 10,69 0,49 81% 68% 74% 0,81

X-Vector (SVR)
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5. abra: Az MDIB alanyainak kontroll és depressziot imitalod felvételeire az imi-
taciora optimalizalt (és x-vektor jellemzdkkel tanitott) modell altal prediktalt
BDI pontszamok.

5. Konklazié

Jelen kutatasban megvizsgaltuk, hogy a beszéd alapjan depresszié sulyossagat
becslé modellek miikodésére milyen hatassal van, ha a paciens szandékosan olyan
beszédmintat hoz létre, amelyben depressziot vagy kiilonb6z6 érzelmeket imital.
A vizsgalathoz két beszédadatbazist hasznéaltunk fel. Egyrészt a Magyar De-
presszios Beszédadatbazist, amelyben 414 kiilonb6z6 - egészséges illetve depresszi-
0s személytol szarmazoé felvételek kertiltek rogzitésre. Masrészt az tjonnan létre-
hozott Magyar Depressziés Imitaciés Beszédadatbazist, amelyben 27 kiilonbozé
egészséges szinésztdl 135 felvétel keriilt rogzitésre.

A gépi tanuldshoz a beszédjellemzket harom korszerd neurélis halo alapa jel-
lemzdskinyer6 eljarassal (x-vektor, ECAPA-TDNN, ResNet) és tovabbi el6feldol-
gozasi 1épésekkel készitettiik el§. Létrehoztunk egy referencia modellt, amellyel
a legkorszertibb egytlittmiikods pacienst feltételezé modellek performancidjat ko-
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8. tablazat. SVR péarositott t-proba eredmények az MDIB alanyokra prediktalt BDI
pontszamokbol.

kontroll minta - |kontroll minta -| kontroll minta - kontroll minta -
depressziot imitald| dithét imitalé |szomortusigot imitald|vidamsagot imitélod
minta minta minta minta
X-Vektor (*) n.57. n.sz. n.s7.
ECAPA () 1n.8Z. (%) 1.SZ.
ResNet (**) n.8z. (**) n.87.

zelitettiik. Tovabba harom kiilénb6z6 imitalasra robosztus gépi tanulé modellt
készitettiink el (Szupport Vektor Regresszio, Random Forest Regresszio, Multi-
Layer Perceptron Regresszio), amelyek koziil az SVR altal elért, legkiemelked&bb
eredményeket mutattuk be.

A kiértékelés sordan bemutattuk, hogy a referencia modell hogyan teljesit az
imitalt mintédk kiértékelése soran. Az x-vektor jellemzdkkel értiik el a legjobb
eredményeket (RMSE: 9,23), viszont az elvégzett statisztikai probabol kideriilt,
hogy a modell az imitalasra kevéssé robosztus. Az optimalizalt modell kiérté-
kelését is elvégeztiik. Ebben az esetben is az x-vektor jellemzskkel értiik el a
legjobb eredményeket (RMSE: 9,11). Az elvégzett statisztikai probabol kideriilt,
hogy a modell a kiilénb6z6 érzelmeket imitélt mintakra robosztus lett, illetve a
depressziot imitaléo mintakra is jobban teljesitett.

Ez alapjan kijelenthets, hogy a beszéd alapjan depresszié silyossigat becslé
modelleket fel lehet késziteni arra, hogy a péciensek kiillonb6z6 érzelmi toltettel
mondjak be a széveget. Ezaltal novelni lehet ezen modellek objektivitasat, amely
egy rendkiviil fontos szempont a diagnosztikiat tdmogato rendszerek esetében. A
modellek depresszié imitalasara torténd felkészitéséhez tovabbi erdfeszitésekre
van sziikség.

6. Koszonetnyilvanitas

A K143075 szamu projekt a Nemzeti Kutatési Fejlesztési és Innovacios Alapbol
biztositott tamogatassal, az K palyazati program finanszirozésaban valosult meg.
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Magyar nyelvii beszédleiratoz6 tanitasa sok
(tiz)ezer o6ra beszéddel

Dobsinszki Gergely!2, Kadar Maté Somal? Fegy6 Tibor!2, Mady Katalin?,
Mihajlik Péter?:3

'SpeechTex Kft.
2Budapesti Mszaki és Gazdasdgtudomanyi Egyetem,
Tavkozlési és Mesterséges Intelligencia Tanszék
SHUN-REN Nyelvtudomanyi Kutatékézpont
{dobsinszki, kadar, fegyo, mihajlik} @tmit.bme.hu, mady@nytud.hu

Kivonat Jelen tanulmény célja a magyar nyelvi beszédfelismerés pon-
tossaganak novelése nagy mennyiségl tanitéanyag és onfeliigyelt tanulés
(Self-Supervised Learning, SSL) modszerének alkalmazasaval. Kisérlete-
ink sorén kisebb, nyilvinos és nagyobb, nem publikus adathalmazokon is
teszteltiik a onfeliigyelt el6tanitas hatékonysagat. Az SSL technika alkal-
mazésa kis méret(i, magyar nyelvii tanité6 adathalmazok esetén latvanyos
teljesitményjavulast eredményezett a beszédfelismerd modellek pontos-
sdgaban. A nagy, tobb ezer 6ras adathalmazon torténd finomhangolas
esetén is felgyorsitotta a tanulasi konvergenciat, azonban a jelenlegi ered-
mények alapjan nem mulja feliil az angol nyelvi feliigyelt elGtanitassal
elért pontossagot. Mindemellett a minden korabbinal nagyobb, tisztan
magyar nyelvii halmazzal feliigyelten finomhangolt modellek tobb fiigget-
len kiértékel halmazon is minden korabbit megel6z8 pontossagot értek
el.

Kulcsszavak: mélytanulés, akusztikus modellezés, ASR, SSL

1. Bevezetés

Korabbi kutatésok bizonyitjak, hogy a neuralis halok tanitasanal a konvergalasi
sebességet javithatja, ha nem véletlen silyokkal kezdiink egy tanitast, hanem
el6tanitott (pretrained) sulyokbol indulunk ki Cho és mtsai (2020). Nincs ez
masképp az automatikus beszédfelismerés (ASR, Automatic Speech Recognition)
teriiletén sem, ahol egy a célnyelvtdl eltéré nyelvre tanitott haloé sulyai is jo
kiindulasi allapotot jelenthetnek Huang és mtsai (2020).

Az egyre nagyobb méretii neurélis modellek egyre nagyobb adatigényének
kiszolgalasa nem lehetséges draga és lassan elGallithatdo manuéalis(an ellenérzott)
cimkékkel. Erre a problémara jelenthet megoldast az onfeliigyelt tanitas (SSL,
Self-Supervised Learning), aminek célja kimeneti cimkék hasznalata nélkiil olyan
kiindulasi modell/silyok elgéllitasa, melyek képesek magas foku tudasreprezen-
taciora és igy egy relative sekély raépiils réteggel egyiitt torténd finomhangolas
révén leroviditi a tanulast és javitja a végeredményeket az adott konkrét (pl.
beszéd-szoveg atalakitasi) feladatra Yang és mtsai (2022), Lee és mtsai (2024).
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Munkénk soran az volt a célunk, hogy megvizsgaljuk, magyar nyelvi beszéd-
felismerésnél milyen mértékben segithet a célzottan magyar nyelvi hanyaganya-
gokon végzett onfeliigyelt elGtanitas. Nagyméretti, kozel huiszezer 6éranyi magyar
nyelvi hanganyagon tanitottunk SSL akusztikus modelleket, majd kiilonféle jel-
legii és méret, leiratozott hanganyagokon finomhangoltuk és nyilvanos adatokon
értékeltiik ki 6ket. Eredményeinket 6sszehasonlitva mas, magyar nyelvre elérhe-
t6 nyilt modellekkel elértekkel, lathatoan altalanosabban hasznalhato, esetenként
lényegesen magasabb beszédfelismerési pontossigot sikeriilt elérni.

2. Adatok

Els§ 1épésként audio adatok gytijtésére volt sziikség az SSL tanitashoz. Ennél
a modszernél a feliigyelt tanitashoz képest nagysagrendekkel tobb adatra van
sziikség. Az adatok volumenébdl adoddan fontos szempont lett a hangfajlok to-
moritésének kivalasztasa. Az adatok konnyebb kezelése végett tarred ! gyijte-
ményeket hoztunk létre az egyes fajlokbol. Mivel ezek a gytjtemények tobb fajlt
foglalnak egyszerre magukba, igy kevesebb fajlolvasasra van sziikség, optimali-
sabb tanitési folyamatot biztositva.

2.1. SSL

Az onfeliigyelt tanitashoz tehat nagy mennyiségii magyar nyelvii beszédadatra
volt sziikség, aminek beszerzése dnmagaban nem jelentett kihivast, de a kisér-
letek konnyebb megismételhetGségének és az eredmények jobb hasonlithatosaga
érdekében el6nyben részesitettiik a nyilvanosan elérhets adatbazisokat.

A tanitoadatok nagyjat a Voxpopuli V2 Wang és mtsai (2021) halmaz tet-
te ki. Ez a Meta/ Facebook Research &ltal karbantartott halmaz t6bb nemzet
kiilénboz6 nyelvii eur6pai parlamenti felszolalasat tartalmazza. Hosszabb (t6bb
perces) felvételek is akadnak, de mivel az ASR rendszerek tanitasahoz révidebb
hangszeletekre van sziikség, feldaraboltuk a hanganyagokat 20 mésodpercnél nem
hosszabb egységekre. Tébbnyire automatikusan detektalt, csendes, beszédet nem
tartalmazo6 részeknél igyekeztiink a vagasokat megtenni. Tovabba, a hosszabb
sziineteket kivagva csOkkentettiik a teljes halmaz hosszat. A végs6 halmaz 17.470
(tizenhétezer-négyszazhetven) oranyi magyar nyelvd felvételt tesz ki.

Egy relative kisebb, "hazon beliili" (In House, TH) halmazt is hasznaltunk az
onfeliigyelt tanitasainkhoz. Az IH halmaz f6képpen radids beszélgetémiisorokat
tartalmaz. El6készitésénél a Voxpopuli halmazhoz hasonléan jartunk el, csend
részeknél darabolva, vagva, igy Osszesen 3.36 ezer 6ranyi anyagot kaptunk. Bar
terjedelemben lényegesen rovidebb a Facebook Research altal rendszerezett hal-
mazndl, a beszéd stilusat és jellegét tekintve mas teriilethez tartozik, igy jelentds
hozzaadott értéket képviselt az SSL tanitasi folyamat soran, ahol a Voxpopuli +
ITH = SSL halmazon t6értént minden tanitas.

! Tarred adathalmazok - https://docs.nvidia.com/nemo-framework/user-guide/
latest/nemotoolkit/asr/datasets.html#tarred-datasets
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2.2. Mozilla Common Voice (CV-16)

Finomhangolas és kiértékelési kisérleteinkhez a szabadon hozzaférheté adatok
koziil a Mozzila Common Voice magyar nyelvi, 16.1 verzidju részhalmazat hasz-
naltuk (CV-16) Ardila és mtsai (2019).

Az adott verzio 6sszesen 92 oranyi rogzitett, ellendrzott adatmennyiséget tar-
talmaz, melybdl a tanito, validacios és teszt adathalmaz mérete 6raban kifejezve
rendre 52.5, 16.8, 17.7.

2.3. BEA

A tovabbi finomhangolasi kisérletekhez olyan adatbézis kerestiink, amiben tarsal-
gasi beszéd talalhato. A BEA (BEszélt nyelvi Adatbazis) Gosy (2013); Neuberger
és mtsai (2014) a Nyelvtudomanyi Kutatokozpont altal gytjtott és karbantartott
adathalmaz, mely spontan (monologikus és dialogikus), valamint olvasott beszé-
det is tartalmaz tobb egyedi beszélstsl. A BEA-n beliil a BEA-Base részhalmazt
Mihajlik és mtsai (2023) hasznaltuk, ami kifejezetten beszédfelismerési modellek
kiértékelése céljabol késziilt. Az adathalmaz kutatasi célokra ingyenesen hozza-
férhetd.

Az altalunk tanitasra hasznalt (train-114) halmazanak hossza 68 ora, valida-
ci6s halmaza (dev-spont) 3.8, teszt halmaza (eval-spont) pedig 4.75 6ra hosszu.

2.4. BNC

Az altalunk BNC-nek (Broadcast News and Conversations) nevezett adatgytjte-
mény egy privat leiratozott, tobb ezer 6ranyi, magyar nyelvi televiziés mtisorok
hangsavjat tartalmazé halmaz. Tilnyomoé tobbségben tobbrésztvevss beszélge-
téseket tartalmaznak a felvételek, kisebb részben pedig olvasott hireket vagy
beszédeket. Felhasznélasa el6tt a hanganyagok darabolasara és normalizalasara
volt sziikség, igy biztositva a konzisztenciat és Osszehasonlithatésagot a tobbi
tanito és kiértékels halmazokkal.

A BNC esetén az altalunk létrehozott tanitoadat hossza 2703 éra, validacios
halmaza 113 6ra és teszt halmaza 41 6ranyi hanganyagot tartalmaz.

3. Kisérletek

Kisérleteink fokuszaban az allt, hogy hogyan tudjuk a nagyméretii beszédadato-
kat a legjobban felhasznélni beszédfelismerd tanitasahoz. A nagy adatbéazisokkal
valé manipulacié természetszertileg nehézkes, ezért a hiperparamétereket a kis-
méreti CV-16 és BEA adatokon kiséreltiik meg beallitani/optimalizéalni. Ez ese-
tekben tudatosan keriiltiik a kiértékel§ halmazok hasznalatéat, azokat késébbre,
a nagy (BNC) halmazon torténd tanitas kiértékelésére tartogattuk.
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3.1. Kisérleti kornyezet

Minden kisérletet az Nvidia NeMo Toolkit 1.23-as verziojaval végeztiink Harper
és mtsai (2023). A kornyezet tobb modellarchitektirat is tdmogat, multi-gpu és
multi-node tanitast tesz lehetévé. SSL tanitas is konfiguralhaté a segitségével.

A NeMo Toolkit tdmogatja a SLURM iitemez6 rendszert, ami segitségével
az SSL tanitasok torténtek a Komondor szuperszamitogépen.

3.2. Modellek

A neurélis architektara kivalasztédsanal arra iigyeltiink, hogy legalabb egy an-
gol nyelvi elStanitott stlymatrix elérhetd legyen. Ezen silyokat felhasznalva
tudtunk olyan tanitasokat végezni melyekhez az SSL alapu kisérleteinket hason-
litottuk. Onfeliigyelt tanitasnal elgszor egy altalanos modellt készitettiink cim-
kézetlen adatok segitségével. Ezen modellbdl kiindulva pedig beszédfelismerési
feladatra finomhangoltuk a modellt kiilonb6z8 annotalt adatokat felhasznalva.

A kutatasainkhoz egy konkrét akusztikus modell architektarat kerestiink.
Mivel az SSL tanitas egy rendkiviil szamitasigényes folyamat, igyekeztiink re-
lative kis paraméterszami, gyorsan tanithaté modellt kivalasztani, szem el6tt
tartva a megfeleléen magas pontossag mellett a lehetséges ipari felhasznélasi
szempontokat is (véges GPU memoria, szamitasi kapacitasok, stb.). Valaszta-
sunk igy a NeMo toolkit-ben Harper és mtsai (2023) kényelmesen hasznéalhato
FastConformer Large (CTC) %-re esett, melynek paraméterszama kb. 121 millio
Rekesh és mtsai (2023). A Conformer architekttra Gulati és mtsai (2020) 1é-
nyegében egy transformer encoder Vaswani és mtsai (2017), amiben a szokasos
attention és eldrecsatolt (fully connected) réteg mellett egy 1D konvolicios réteg
is megtalalhato blokkonként a lokalis kontextus hangstlyosabb figyelembe vétele
érdekében. Ez az architektira talan a legnépszertibb az end-to-end mélyneuron-
halok beszédfelismerési alkalmazasaban. A FastConformer csak annyiban tér el
a klasszikus Conformer halézattol, hogy hagyomanyos 1D konvoluacié helyett an.
"time-channel separable" konvoluciot Kriman és mtsai (2020) alkalmaz, ami vol-
taképpen egy paraméter- és szamitashatékony kozelit§ valtozata az utébbinak.

A FastConformer halozat kimenete a skaldzhaté szotarméretd szétoredék
(subwords unit) valoszintségeloszlasa 80ms-onként, erre keriilt a végss CTC Gra-
ves és mtsai (2006) réteg/koltségfiiggvény. A finomhangoldshoz hasznalt hang-
anyagok szoveges leiratdak tokenizalasara a SentencePiece Kudo és Richardson
(2018) eljarast alkalmaztuk alapértelmezett 1024-es szotarmeérettel.

3.3. SSL tanitas

AZ SSL tanitasoknal Contrastive Baevski és mtsai (2020) és Masked Language
Modeling (MLM) Hsu és mtsai (2021) hibafiiggvényekkel kisérleteztiink. A kont-
rasztiv megkozelitések esetén a modellek tgy tanulnak, hogy kiillonbséget tesznek

2 https://github.com/NVIDIA /NeMo/blob/main /examples/asr/conf/fastconformer /fast-
conformer ctc_bpe.yaml
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a valodi és a zavard latens reprezentéciok k6zott, mig az MLM esetén a szoveges
BERT modellek Devlin és mtsai (2019) tanitasdhoz hasonléan a kimaszkolt audio
részletet az ismert (nem maszkolt) kontextusbol kell megbecsiilnie a modellnek.

Az SSL tanitas soran a NeMo adott verzidjanak alapértelmezett beéllitasait
hasznaltuk, csak azon paramétereket tiintetjiik fel a tovabbiakban, melyek ettsl
eltértek.

Az SSL tanitashoz 2 darab node-ot hasznaltunk, Osszesen 16 darab A100
SXM4 GPU-val, GPU-nként 40 GB VRAM-al. Node-onként 64 CPU core és 256
GB RAM éllt rendelkezésre. Egy epoch ideje nagyjabol 1 6ra volt. Tanitasainknal
mindenhol az AdamW optimizert Kingma és Ba (2014), Loshchilov és Hutter
(2019) alkalmaztuk.

4. Eredmények

A kovetkezSkben a 2. fejezetben felsorolt halmazokon végzett SSL moédon elGtani-
tott stlyokbol kiindult tanitasok eredményeit kozoljitk, melyek mellé az NVIDIA
altal elGtanitott angol nyelvi akusztikus modellel inicializalt "cross-language
transfer learning" eredményeket is megadjuk referencidnak. A magyar nyelvi
SSL modelleket és az angol nyelvii (feliigyelten eldtanitott) modelleket minden
esetben valamely magyar nyelvii adatbézison tanitottuk tovabb (finomhangol-
tuk), mely sordn a validacios halmazt hasznaltuk a tanitds monitorozasara. A
végso kiértékelést az el6zGektdl fliggetlen tesztadatokon végeztiik.

4.1. SSL + CV-16

Kiilonb6z6 SSL tanitott modellek kiprobalasa tortént ebben a kérnyezetben. A
kezdeti stlyokat leszamitva, minden tanitasi paraméter fix, megegyezik a NeMo
FastConformer-Large tanitasi receptjével. A modellek a CV-16 tanit6 halma-
zan tanultak (tovabb), 100 epoch-on keresztiil, 2 * 10~*-es LR, 256-0s tokenizer
mérettel.

Experiment Name‘ SSL Loss Type ‘SSL Epoch‘Num Negatives‘Val WER

en_weights NA NA NA 16.49 %
ssl_weights 1 Contrastive 70 40 15.56 %
ssl_weights 2 Contrastive & MLM 100 40 13.20 %
ssl_weights 3 Contrastive & MLM 100 100 13.43 %

1. tablazat. Angol nyelvi és kiilonb6z8 SSL modellek finomhangolasa CV-16-on.

4.2. SSL + BEA

Ebben a kisérletsorozatban mér csak egyetlen SSL modellel dolgoztunk. Els6sor-
ban learning rate (LR) hangolasara fokuszaltunk. CV-16-os kisérletekkel ellentét-
ben itt nem volt elég a kiindulasi SSL modell-re lecserélni a kezdeti angol nyelvii
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el6tanitott silyokat jobb eredmények eléréséhez: ahogy a 2. tablazat mutatja, a
tanulasi rata gorbéjének alakitasa jelentés hatassal volt a validaciés halmazon
mért hibéra.

Initial weights |Initial LR|Minimum LR|Warmup Steps|Val WER
en_ weights 5e-4 5e-8 12500 17.11 %
sslweights 3| 5He-4 5e-6 1000 17.47 %
ssl_weights 3| Te-4 5e-8 1000 18.56 %
ssl_weights_ 3| 4e-4 5e-8 2000 16.46 %
ssl weights 3| 3e-4 5e-8 2000 15.99 %
ssl_weights 3| 2e-4 5e-8 2000 15.32 %
ssl_weights 3| le-4 5e-8 2000 14.81 %
ssl weights 3| 9e-5 5e-8 2000 14.53 %
ssl_weights 3| 8e-5 5e-8 2000 14.76 %
en_ weights 9e-5 5e-8 2000 26.73 %

2. tablazat. Kiilonb6zd SSL modellek finomhangolasa BEA-n és kiértékelésiik
BEA dev_spont-on.

Az 2. tablazatban lathato ssl weights 3 az 1. tabladzat azonos nevd modell
salyait jeloli. A valasztas azért erre az elGtanitott modellre esett, mert stabilab-
ban voltak alacsonyak a validacios WER értékek a CV-16-on végzett finomhan-
golas soran (a tablazatban csak a végss értékek vannak feltiintetve) mint a tobbi
probalkozasnal.

4.3. SSL + BNC

A harmadik, egyben legfontosabb kisérletként nagy mennyiségi leiratozott adat-
tal, a BNC-el tanitottuk tovabb a kivalasztott el6tanitott modellt.

A BNC-n torténd finomhangolast a 20.000 6ranyi magyar nyelvii hanganya-
gon onfeliigyelten el6tanult, valamint az angol nyelven az NVIDIA altal feliigyel-
ten el6tanitott modelleken is elvégeztiik. Noha az el6zetes tesztek soran — lasd az
1. és 2. tablazatot — az angol siilyokkal térténd inicializalast mindig feliilmilta a
magyar SSL inicializélas, eztuttal mas eredményt kaptunk.

Bar az SSL el6tanités a konvergenciat gyorsitotta, de végeredményben nem
hozott javulast az angol nyelvi eltanulashoz képest. Az 1. dbran lathatoak a
hiperparaméter-hangolt SSL alapi és angol nyelvii halébol kiindult tanitasok
eredményei. Lathato, hogy az SSL alapu gyorsabban konvergélt, "jobban illesz-
kedett" a tanitasi adathalmazra de végeredményben marginalisan gyengébb ered-
ményt ért el a kiértékel§ halmazon is (3. tablazat). Ennek oka a BNC adatokra
szabott hiperparaméter-optimalizacié hianya is lehet.

A BNC adatokkal finomhangolt modelleket Gsszehasonlitottuk mas, magyar
nyelvii neurélis halé alapu leiratozd rendszerekkel. Az egyik ilyen a BEAST?2,
amely limitalt mennyiségl adaton, a BEA-n tanult, a BEA teszt halmazan leg-
jobb eredményt elérve. A mésik rendszer a szabadon hozzéaférheté OpenAl &ltal

92



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Validation WER after each epoch

—— ss|_weights_3_tuned

20.0 ! 20.0
en_weights
X
— 10.0 A 10.0
a4
w
% 8.0 - 8.0
©
>

w s
~No
L

/
wa
~NOo

0 20 40 60 80 100
Epoch [num]

1. abra. BNC adatokon torténd tanitas, angol (en weights) és SSL modon tani-
tott salyokbol (ssl_wights 3 tuned) kiindulva. Lathato, hogy az SSL tanitott
gyorsabban konvergal a tanitas elején, végiil az angol, feliigyelten tanitott su-
lyokkal éri el a pontosabb eredményt.

Initial Weights|Val WER (%)|Test WER (%)

en_ weights 3.66 3.83

ssl_weights 3 3.75 3.96
3. tablazat. Az magyar nyelvii adatokkal tanitott SSL és az angol nyelven ta-
nitott silyokbol inditott finomhangolas validacios és teszt eredményei az BNC
halmazon.

CV-16 FLEURS BEA
Model ‘ LM 'WER (%) WER (%) WER (%)
BEAST?2 Van 19.53 25.63 10.98
Whisper large-v3 Implicit 13.4 12.9 21.70
FastConformer HU-SSL + BNC (sajat)| Nincs 7.43 9.98 13.06
FastConformer EN + BNC (sajat) Nincs 7.32 9.74 12.70

4. tablazat. A BEAST2 Kadar és mtsai (2023) rendszer, a Whisper large-v3 Rad-
ford és mtsai (2022) és a sajat megoldasaink eredményei (magyar SSL és angol
el6tanitott halokbol kiindulva), harom, magyar nyelvet is tartalmazo, szabadon
vagy kutatési célra hozzaférhetd kiértékel halmazon.

93



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

fejlesztett Whisper architekturanak 3. iteracidja. A Whisper t6bb nyelven ké-
pes leiratozni, igény szerint az elhangzott hanganyag alapjan nyelvdetektalast
is végez, és forditani is képes. A kiilonb6z6 megoldasok pontossagat a CV-16,
FLEURS Conneau és mtsai (2023) és BEA halmazokon vizsgaltuk, ezek a 4.
tablazatban lathatoak.

Mindkét megoldasunk messze feliillmilja a méasik ketté megvalositast, teszi
ezt nyelvmodell (LM: Language Model) hasznéilata, azaz elGzetes frott nyelvi
ismeretek nélkiil. Mindemellett a legkisebb paraméterszamu architektira a ha-
rom megoldas koziil. Egyediil a BEA halmazon teljesit rosszabbul a BEAST2-es
modellnél, ez magyarazhatoé tobbek kozt azzal, hogy a tanitashoz nem lett fel-
hasznalva a BEA tanitohalmaz, igy "out of domain" ez a teszthalmaz szaméra.
Ennek ellenére messze feliilmulja a Whisper large-v3 altal elért eredményeket
ezen a halmazon, mely szamara szintén ismeretlen a BEA halmaz.

5. Osszefoglalas

Az eredményeink nyoméan megallapithato, hogy kis méretii adathalmazokkal va-
16 tovabbtanitaskor az SSL elStanitas jelentds javulast tud elérni a az idegen
nyelven el6tanitott stulyokhoz képest. Ugyanakkor az altalunk vizsgéalt modell-
nél ez az elény elveszik, amikor nagy mennyiségi leiratozott anyaggal torténik a
tovabbtanitas.

Az oOnfeliigyelt tanitashoz 20 ezer 6ranal is kevesebb anyagot hasznaltunk,
ami relative kevésnek tekinthets az ilyen jellegli megkozelitéseknél. A jovSben
szeretnénk ezt a halmazt béviteni, és egy ilyen modellt finomhangolni feliigyelten.

Szeretnénk tovabbé nagyobb méretd modellekkel megvizsgalni az 6nfeliigyelt
tanitast. Ezek a modellek t6bb VRAM-ot igényelnek, tovabb tanulnak, igy a
jelenlegi munkank kereteibe nem fértek bele. Viszont kutatasok igazoljak, hogy
az SSL tanitas nagyobb méret, nagy paraméterszamu modelleknél tudja igazan
kifejteni hatasat, igy szeretnénk a FastConformer csalad egyel nagyobb modelljét
megvizsgalni, a FastConformer XIL-t, ami nagyjabol 5-szor annyi paramétert
tartalmaz, mint az altalunk vizsgalt architektira.
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3 https://ror.org/01s0v4q65
94



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Irodalomjegyzék

Ardila, R., Branson, M., Davis, K., Henretty, M., Kohler, M., Meyer, J., Mo-
rais, R., Saunders, L., Tyers, F.M., Weber, G.: Common voice: A massively-
multilingual speech corpus. arXiv preprint arXiv:1912.06670 (2019)

Baevski, A., Zhou, H., Mohamed, A., Auli, M.: Wav2vec 2.0: A framework for
self-supervised learning of speech representations (Oct 2020), https://arxiv.
org/abs/2006.11477

Cho, E., Li, J., Kim, S., Jinyu, L.: Cross-language transfer learning and doma-
in adaptation for end-to-end automatic speech recognition. In: Proceedings
of the 2020 IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP). pp. 7494-7498. IEEE (2020)

Conneau, A., Ma, M., Khanuja, S., Zhang, Y., Axelrod, V., Dalmia, S., Riesa, J.,
Rivera, C., Bapna, A.: Fleurs: Few-shot learning evaluation of universal repre-
sentations of speech. In: 2022 IEEE Spoken Language Technology Workshop
(SLT). pp. 798-805. IEEE (2023)

Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: Bert: Pre-training of deep bi-
directional transformers for language understanding (2019), https://arxiv.
org/abs/1810.04805

Gosy, M.: Bea—a multifunctional Hungarian spoken language database. Phoneti-
ca 105, 50-61 (2013)

Graves, A., Fernandez, S., Gomez, F., Schmidhuber, J.: Connectionist tempo-
ral classification: labelling unsegmented sequence data with recurrent neural
networks. In: Proceedings of the 23rd international conference on Machine
learning. pp. 369-376 (2006)

Gulati, A., Qin, J., Chiu, C.C., Parmar, N., Zhang, Y., Yu, J., Han, W., Wang, S.,
Zhang, Z., Wu, Y., és mtsai: Conformer: Convolution-augmented transformer
for speech recognition. arXiv preprint arXiv:2005.08100 (2020)

Harper, E., Majumdar, S., Kuchaiev, O., Li, J., Zhang, Y., Bakhturina, E., Noro-
ozi, V., Subramanian, S., Koluguri, N., Huang, J., Jia, F., Balam, J., Yang, X.,
Livne, M., Dong, Y., Naren, S., Ginsburg, B.: Nemo: a toolkit for conversatio-
nal ai and large language models (2023), https://nvidia.github.io/NeMo/

Hsu, W.N., Bolte, B., Tsai, Y.H.H., Lakhotia, K., Salakhutdinov, R., Mohamed,
A.: Hubert: Self-supervised speech representation learning by masked predic-
tion of hidden units (2021), https://arxiv.org/abs/2106.07447

Huang, J., Kuchaiev, O., O’Neill, P., Lavrukhin, V., Li, J., Flores, A., Kucs-
ko, G., Ginsburg, B.: Cross-language transfer learning, continuous learning,
and domain adaptation for end-to-end automatic speech recognition (2020),
https://arxiv.org/abs/2005.04290

Kingma, D.P., Ba, J.: Adam: A method for stochastic optimization. arXiv pre-
print arXiv:1412.6980 (2014)

Kriman, S., Beliaev, S., Ginsburg, B., Huang, J., Kuchaiev, O., Lavrukhin, V.,
Leary, R., Li, J., Zhang, Y.: Quartznet: Deep automatic speech recognition
with 1d time-channel separable convolutions. In: ICASSP 2020-2020 IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP).
pp. 6124-6128. IEEE (2020)

95



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Kudo, T., Richardson, J.: Sentencepiece: A simple and language independent
subword tokenizer and detokenizer for neural text processing. arXiv preprint
arXiv:1808.06226 (2018)

Kadar, M.S., Dobsinszki, G., Mady, K., Mihajlik, P.: . feeding the beast” — a bea
speech transcriber tovabbfejlesztése és integralasa neuralis nyelvmodellel. In:
XIX. Magyar Szamitogépes Nyelvészeti Konferencia. pp. 135-143 (2023)

Lee, Y., Willette, J.R., Kim, J., Hwang, S.J.: Visualizing the loss landscape
of self-supervised vision transformer (May 2024), https://arxiv.org/abs/
2405.18042

Loshchilov, I., Hutter, F.: Decoupled weight decay regularization (2019), https:
//arxiv.org/abs/1711.05101

Mihajlik, P., Gréaczi, T.E., Kohéari, A., Tarjan, B., Balog, A., Mady, K.: A bea to-
vabbfejlesztése és alkalmazéasa kontrasztiv gépi beszédfelismerési kisérletekre.
In: Altalanos Nyelvészeti Tanulméanyok XXXIV. Akadémiai Kiado (2023)

Neuberger, T., Gyarmathy, D., Graczi, T.E., Horvath, V., Gésy, M., Beke, A.:
Development of a large spontaneous speech database of agglutinative Hunga-
rian language. In: International Conference on Text, Speech, and Dialogue.
pp. 424-431. Springer, Cham (2014)

Radford, A., Kim, JJW., Xu, T., Brockman, G., McLeavey, C., Sutskever, I.:
Robust speech recognition via large-scale weak supervision (Dec 2022), https:
//arxiv.org/abs/2212.04356

Rekesh, D., Koluguri, N.R., Kriman, S., Majumdar, S., Noroozi, V., Huang, H.,
Hrinchuk, O., Puvvada, K., Kumar, A., Balam, J., Ginsburg, B.: Fast con-
former with linearly scalable attention for efficient speech recognition (2023),
https://arxiv.org/abs/2305.05084

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N.,
Kaiser, L.., Polosukhin, I.: Attention is all you need. Advances in neural infor-
mation processing systems 30 (2017)

Wang, C., Riviere, M., Lee, A., Wu, A., Talnikar, C., Haziza, D., Williamson, M.,
Pino, J., Dupoux, E.: VoxPopuli: A large-scale multilingual speech corpus for
representation learning, semi-supervised learning and interpretation. In: Zong,
C., Xia, F., Li, W., Navigli, R. (szerk.) Proceedings of the 59th Annual Meeting
of the Association for Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing (Volume 1: Long Papers).
pp- 993-1003. Association for Computational Linguistics, Online (Aug 2021),
https://aclanthology.org/2021.acl-long.80

Yang, H., Zhao, J., Haffari, G., Shareghi, E.: Self-supervised rewiring of pre-
trained speech encoders:towards faster fine-tuning with less labels in speech
processing. In: Goldberg, Y., Kozareva, Z., Zhang, Y. (szerk.) Findings of
the Association for Computational Linguistics: EMNLP 2022. pp. 1952-1959.
Association for Computational Linguistics, Abu Dhabi, United Arab Emirates
(Dec 2022), https://aclanthology.org/2022.findings-emnlp. 141

96



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

RAG modszerek implementalasanak kihivasai egy
célorientalt chatbot rendszer kontextusaban
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Kivonat: A Retrieval Augmented Generation (RAG) megoldas fokuszalt tar-
talmu adatok és szovegek bevonasaval javitja a nagy nyelvi modellek (LLM) altal
generalt valaszok mindségét, és kikiiszobolheti hibaikat. A RAG egyre népsze-
riibb alkalmazasa azonban felszinre hozott szamos technikai kihivast, melyek
megoldasa nem mindig egyértelmii: a bemeneti adatforrasok Osszetettek lehet-
nek, a valaszok pontossaga felé magasak az elvarasok, illetve meg kell tudni
mondani hol talalhat6 a forrasban a legjobb valasz egy kérdésre. Ezekre a felada-
tokra szamos lehetséges alternativ technika koziil lehet valasztani. A kutatas so-
ran egy célorientalt chatbot fejlesztése keretében vizsgaltuk a RAG folyamat
egyes lépéseit, és kiprobaltunk tobbféle szoveg beviteli (OCR, LLM vision), sz6-
veg feldarabolési (rekurziv, 4gensalapt) és valasz keresési modszert (hasonlosagi
vektor, BM25). Uj feldolgozasi modszereket vezettiink be a fentiek kombinala-
saval, melyek javitjak az eredmény mindségét. A cikkben ramutatunk, hogy akar
nyilt modellekre is tamaszkodhatunk, mivel egyes esetekben a szabalyalapu,
standard feldolgozoknal pontosabb, strukturaltabb eredményt adnak, és zart tar-
saik a tartalmi sziirések miatt néhany esetben nem végezték el a feladatot.

Kulesszavak: nyiltkérdés-megvalaszolas, RAG, LLM, generativ valaszolas

1 Bevezetés

A nagy nyelvi modellek (LLM) rohamos terjedése mellett megjelentek olyan megolda-
sok is, melyek e modellek gyengeségeinek kezelését tiizték ki célul. Az egyik legnép-
szeriibb és gyorsan felkapotta valt technologia a Retrieval Augmented Generation
(RAG), mely lehet6veé teszi tobbek kozott sajat, lokalis vagy célorientalt (angolul ’cus-
tom”) chatbotok 1étrehozasat (Lewis és mtsai, 2020). A megkdzelitéssel csokkenthetok
a koltségek, sajat tartalmakat lehet kereshetévé tenni, és gy csokkenthetd a hallucina-
cio jelensége, hogy a sajat tartalmakat nem kell feltolteni a nyelvi modell szolgaltato-
janak felhdjébe (Shuster és mtsai, 2021).

Ilyen RAG megoldassal kereshetévé tehetdk sajat anyagok, elsdsorban példaul PDF-
ben vagy szovegesen tarolt dokumentumok. Mivel a megoldas lokalisan iizemeltethetd,
igy a funkciok is kontrollalhatok, és a keresési adatok (felhasznaldi promptok és meg-
talalt valaszok leirasa ¢és statisztikai) is elérthetok. Ezek a jellemzok kés6bb

97



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

felhasznalhatok mind a RAG tovabbfejlesztésére, mind a tartalom javitasara, mind a
kérdezok promptolasi technikdinak képzésére.

Egy RAG tudasbazisra épitett sajat chatbot kiépitése soran azonban szamos techni-
kai kihivassal kell szembenézni kiillondsan szakkonyvek, tankdnyvek, oktatasi jegyze-
tek, vagy tudomanyos cikkek feldolgozasa esetén, mivel ilyen jellegii dokumentumokra
jellemz6 a nem szoveges elemek rendszeres jelenléte. Egyrészt képek, diagramok, fo-
lyamatéabrak, szovegdobozok, illetve tablazatok szerepelnek benne, de problémat je-
lenthet a fej- és lablécek jelenléte is. Masrészt ezek az elemek meg is szakitjak a f6
szoveg folytonossagat, igy eléfordulhat, hogy egy adott szovegrész egy vagy tobb ol-
dallal késobb folytatodik. Képek, diagramok vagy akar egész oldalalak gyakran kép-
ként szerepelnek a PDF formatumi dokumentumokban, még akkor is, ha tartalmaznak
szoveges informaciot. A RAG technika alkalmazaskor ezek feldolgozasa és tudasba-
zisba torténd betdltése komoly kihivast jelent, melyek kezeléséhez specialis technikak
bevezetésére van sziikség, pedig a képek és tablazatok tartalménak megfeleld integra-
lasa, kiilonosen a szovegrészek dsszekapcesolasa kulcsfontossagu a RAG rendszer pon-
tossdga ¢s hatékonysaga szempontjabol. Emellett egy ilyen megoldas igen koltséges is
lehet, hiszen a fejlesztési koltségek (pl. programozoi bérek) mellett mind a feldolgozas
mind a lekérdezés sordn jelentds tétel az LLM API meghivasa, ahol a fizetés alapvetéen
token-alapon torténik. Lehetdség van azonban egyrészt kiilonboz6 piaci modellek al-
kalmazasara, masrészt szoba johetnek ingyenesen elérheté megoldasok is.

Az itt bemutatott kutatas els6dleges célja az volt, hogy olyan 0j mddszereket és op-
timalizaciokat dolgozzunk ki, melyek gy javitjak a bot teljesitményét, hogy lehetdség
szerint nem novelik sem a fejlesztés sem az iizemeltetés koltségeit. A kutatasban fi-
gyelmet forditottunk a feldolgozasi és lekérdezési folyamatok teljesitményére, de kolt-
ségeire is, hiszen ezek jelent6s hatdssal vannak a chatbot fenntarthatésagara és alkal-
mazhatdsagara. A forras feldolgozas soran a szdveg feldarabolasanak pontossagara
Osszpontositottunk és az LLM API meghivasanak koltségeire, mig a lekérdezési folya-
mat soran a valaszok keresésének gyorsasagat és pontossagat értékeltiik.

A modszerek kiprobalasat, tovabbfejlesztését, tesztelését és eredményeik dsszeha-
sonlitdsat egy olyan felsdoktatasi chatbot kialakitas soran végeztiik el mely lehetdvé
teszi jegyzetek, tankdnyvek, vagy nagy mennyiségli tanulmanyok (elsésorban PDF és
szoveges fajlok) feltoltését, és tamogatja a hallgatokat az adott tananyagra vonatkozo
kérdéseik megvalaszolasaban. Tovabbi célkitiizés volt, hogy részletes statisztikakat
biztositson az oktatok szamara, hogy a tananyagokat és a teszteredmények alapjan to-
vabbfejleszthessék, és timogathassak a személyre szabott tanulast.

A RAG folyamat Iépéseinek optimalizalasa soran egy robosztus, altalanosithatod
megoldas keresése hajtotta a kutatast. E tanulmany a PDF betoltés és feldolgozas (1), a
szoveg feldarabolas (2), és a valasz keresés, sorbarendezés (3) soran felmeriild kihiva-
sokat és az azokra kidolgozott megoldasokat mutatja be.

2 Modszertan

Kutatasunk soran PDF formatumu, sok szkennelt képet tartalmazo, nem strukturalt do-
kumentumok feldolgozasat vizsgaltuk zart és nyilt LLM-ek segitségével a kovetkezd
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feladatok mentén: szovegfolytonossag biztositasa, szemantikailag koherens feldarabo-
las, vektor adatbazisba toltés és a relevans szovegrészek megtaldlasa (Q&A).

A klasszikus, szabalyalapti PDF olvasok (PyMuPDF) és OCR felismerdk (Tesseract)
mellett teszteltiik kiilonbdz6 méreti és licenszi, vision képességekkel rendelkezd nagy
nyelvi modellek hasznalhatosagat ezen a teriileten, valamint ezen eszk6zok kombina-
ciojat figyelembe véve az eredmény pontossagat, koltségét és iddigényét.

A feldarabolasndl a hagyomanyos rekurziv karakteralapt elvalasztason kiviil kipro-
baltuk a szemantikai vagast és a teljesen LLM-ekre bizott agensalapt szovegfelbontast.

A relevans szovegrészek megtalalasat eldsegité technikakat is alkalmaztunk a hallu-
cinaciok csokkentése és a minél pontosabb valaszok érdekében. Ilyen modszer a vektor
adatbazisban torténd szemantikai keresés, a BM25 alapt kulcsszo egyezés, a lekérdezés
atfogalmazas (Ma és mtsai, 2020), kontextus beagyazas (Anthropic, 2024b) és a nor-
malizélt relevanciapontszdm-alapu sorbarendezés (Cormack €s mtsai, 2009). A komp-
lex keresést BM25- és beagyazédsalapu moddszerek kombinaldsaval valositottuk meg
(Berkecz és mtsai, 2024). A PDF feldolgozashoz a kovetkezd vision modelleket alkal-
maztuk: a GPT-40 (OpenAl, 2024), Claude Sonnet 3.5 (Anthropic, 2024a), és Google
Gemini Pro 1.5 (Gemini Team, 2024) zart, illetve a Qwen2 72B (Yang ¢és mtsai, 2024),
Llama 3.2 11B, Llama 3.2 90B (Meta, 2024) és MiniCPM-Llama3-v2.5 8B (Yao és
mtsai, 2024) nyilt modellek.

A kérdés-felelet modszerek tesztelésénél hasznaltuk a GPT-40, GPT-4-turbo és
GPT-40-mini (OpenAl, 2024) modelleket, majd a legjobb mddszer részletes tesztjénél
ezen tul a Claude Sonnet 3.5 (Anthropic, 2024a), Qwen2 72B (Yang és mtsai, 2024),
valamint a Llama 3.1 405B (Llama Team, 2024), Mixtral-8x22B-Instruct (Jiang és
mtsai, 2024; Mistral Al team, 2024) és Gemma 2-27B (Gemma Team, 2024) csak sz6-
veges bemenetet kezel6 modelleket is.

A teljes RAG folyamat tesztelését egy oktatasi chatbot fejlesztésének kontextusaban
végeztiik: egy angol nyelviil, 649 oldalas tankonyvet (Laudon, 2021) hasznaltunk PDF
formatumban, amelynek 393 oldala szkennelt, teljes oldalt kitlt6 képként szerepelt,
beleértve az dsszes olyan oldalt, amelyen abrak is voltak. A dokumentumban gyakoriak
voltak a magyaraz6 abrak, diagramok, valamint minden fejezet tartalmazott egy-két,
szovegdobozban kiemelt esettanulmanyt is. Ilyen dokumentumok esetében kritikus a
szoveges tartalom helyes kinyerése és 0sszekapcsolasa, hogy biztositsuk a folytonos és
pontos informacio visszakeresést a chatbot rendszerekben.

3 A RAG folyamat problémai és megoldasi technikak

A RAG folyamat soran a nem strukturalt dokumentumok tudasbazisba torténd betoltése
szamos kihivassal jar, amelyek kezelésére specialis technikak bevezetésére van sziik-
ség. A f6 problémak kozé tartozik a nem széveges elemek feldolgozasa, mint példaul a
képek, diagramok, folyamatabrak, illetve tablazatok kezelése. Ezek az elemek gyakran
szkennelt formaban, képként szerepelnek a PDF formatumu dokumentumokban, még
akkor is, ha tartalmaznak széveges informaciot. A dokumentumban szerepld diagramok
¢és folyamatabrak esetében a szovegkinyerés, valamint a tablazatok adatainak feldolgo-
zasa jelentds kihivas.
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Tovabbi problémat jelent a fejléc- és 1ablécek kihagyasa, valamint a korabban emli-
tett szovegfolytonossag biztositdsa. Emellett sziikséges a szovegbeosztas automatikus
felismerése is, azaz a fejezetek és alfejezetek elkiilonitése és szemantikai egységben
tartdsa. A szoveg feldolgozasa soran torekedni kell az oldalszamok pontos tarolasara is
(esetlinkben ez megkonnyiti a hallgatok szamara a relevans informacié megtalalasat a
tananyagban).

A fenti kihivasok kezelésére négyféle technikai megkozelitést probaltunk ki, ame-
lyek részben vagy egészben megoldast nyujthatnak ezekre a problémakra. Az 1. meg-
kozelités a szabalyalapu PDF olvasok hasznalata, mint példaul a PyPDF2 (Fenniak és
mtsai, 2014), Camelot (Camelot Developers, 2021), PyMuPDF ¢és PyMuPDF4llm
(McKie és Liu, 2016). A 2. technika az optikai karakterfelismerés (OCR) alkalmazasa,
amelyhez a Tesseract nevil széles korben alkalmazott szoftvert hasznaltuk (Smith,
2007). A 3. megkozelités a nyelvi modellek (LLM) vision képességeinek kihasznalésa,
amely soran a korabban emlitett modelleket hasznaltuk. Végiil a 4. megoldas a kiilon-
b6z6 technikak kombinalasaval keletkezett, amikor PyMuPDF vagy Tesseract altal fel-
ismert szoveget az LLM-k promptjaba illesztettiik feltételezve, hogy noveli az ered-
mény pontossagat.

A fenti eszk6zok kimeneti formadja is alapvetden eltérd. Mig az OCR és a PDF olva-
sok jellemzéen Markdown kimenetet biztositanak, addig az LLM-alapu megoldasok
JSON szerkezetbe is képesek betolteni a felismert szovegeket. Természetesen sima sz6-
veget minden technikai megoldas tud, de ez a fajta kimenet mindkét fenti masiknal
ismerten kevesebb informaciot tartalmaz, ezért nem is vettiik szamitasba.

A PyMuPDF4llm kimenetével megegyezden elészor az LLM-eket is Markdown for-
matum visszaadasara kértiik. Ekkor azonban kideriiltek a megoldas korlatai: a cimek
szintjének meghatarozasa nem mindig volt pontos, konzisztens és a félbeszakitott szo-
vegek megjelolése is erésen hianyos volt. A Markdown elsdsorban egy megjelenitési
formatum, amivel nehéz algoritmikusan tovabb dolgozni. A kiilonb6z6 szekciok LLM
altali megjelolése (tagging) tal sok hibat tartalmazott.

"page": {
"header": "Part Three Key...",
"footer": ",
"page_number": "468",
"text_block": [
{
"type": "text",
"title": "Continue from previous page",
"body_text": "that every photo of..."
h
{
"type": "text",
"title": "Intelligent Agents",
"body_text": "Intelligent agents are ..."
}
I

}

1. abra: JSON strukttira (sajat munka)

A JSON struktarat (1. abra) ugy alakitottuk ki, hogy minden tartalmilag elkiilonit-
het6 elemét leirhatova tegye az oldalnak, és a késébbi algoritmikus feldolgozas soran
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biztositani tudja a tobb oldalra szétszort, de egy fejezethez tartozd szovegrészek ossze-
kotését. Az oldal (page) elem pontosan 1 oldal tartalmat irja, amelyhez 1 fejléc, 1abléc
¢és oldalszam informaci6 tartozhat. Az oldalon beliil kép, tdblazat és torzsszoveg tipusu
szovegblokkok kovetik egymast. Minden blokk rendelkezik cimmel, amely a fejezet
cime torzsszoveg, a kép vagy tablazat cime a megfeleld esetén. Ha a szovegblokk az
el6z6 oldalakon kezd6do fejezet folytatasa, akkor kezdetben egy specidlis cimet kap,
ami jelzi ezt a tulajdonsagat, és késobb az dsszekotésnél kapja meg a végleges cimét.

4 PDF feldolgozé mddszerek és modell-specifikus kihivasok

Osszehasonlitva a hagyomdnyos szabalyalapti és OCR-alapt modszereket a szkennelt
oldalak feldolgozasara a nagy nyelvi modellek vision képességeivel, azt tapasztaltuk,
hogy az egyértelmil nyertes az LLM lett, mivel eredményei (1) pontosabbak, (2) jobban
kovetik a szoveg szerkezetét, és (3) kizarolag az LLM képes részletes leirasokat nytj-
tani folyamatabrakrol és diagramokrol. Minden OCR program esetén fellépnek karak-
ter tévesztések, még a fizetds rendszereknél is (Pethd és mtsai, 2024). A klasszikus
OCR megoldas sok esetben az abrakon explicit szerepld szoveget sem tokéletesen
nyerte ki, tovabba az oldalon beliili sorrendet sem kovette tobb esetben. Az implicit
informaciok, mint példaul a folyamatabrakon szerepl6 nyilak irdnya és hogy ezek mely
felsorolt elemeket kotik Ossze, teljes egészében elvesztek a tisztan OCR megoldassal.

1. tdblazat: Az LLM-ek és a Tesseract szoftver OCR feldolgozési eredményei

OCR feldolgo- GPT- Claude  Google Tes- Qwen2  Llama Llama Mini
zasi kimenetek 4o Sonnet  Gemini  seract 72B 32 32 CPM-
Osszehasonlitasa 3.5 PRO OCR 11B 90B Llama3
és teljesitménye 1.5 Vision  Vision

Hianyz6 szavak 0 0 13 8 1 8 8 316
Rosszul  felis- 0 0 13 11 1 2 1 37
mert szavak

Egyez6 szavak 776 776 763 768 775 768 768 460
Osszes valtozas 0 0 26 19 2 10 9 353
Pontossag (%) 100 100 98,32 98,97 99,87 98,96 98,96 59,28
Koszinusz ha- 100 100 98,32 98,78 99,87 99,35 99,42 72,27

sonldosag (%)

Az 1. tablazat mutatja az OCR feldolgozasi eredmények Osszehasonlitasat a kiilon-
b6z6 nyilt és zart LLM modellek esetében, valamint a Tesseract programmal §sszeve-
tést, amely ipardgi szabvanynak szamit az OCR teriiletén. A mérés a legtobb feldolgo-
zasi hibat okozo6 463. oldalon tortént. Lathato, hogy a GPT-40 és a Claude Sonnet 3.5
modellek teljesitettek 100%-o0s pontossaggal. A tobbi esetben tobb sz6 hianyzott az
eredménybdl, vagy az eredeti szovegben nem szerepld uj, rosszul felismert szavakat
talaltunk elszorva a bekezdésekben. A legrosszabbul a Mini CPM Llama3 modell tel-
jesitett (2. abra), amely egy kis, 8 milliard paraméterrel rendelkezd és ezért lokalisan
futtatott nyelvi modell volt (Pondhouse Data, 2024). Mas kisméreti modelleket is
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kiprobaltunk, de az eredmények azt mutattak, hogy a kevés paraméter jelentsen rontja
a felismerés képességét. Ezen kiviil a tal hosszu vagy komplex prompt megzavarja a
kisebb modelleket (pl. Tesseract OCR szoveg hozzaadéasa a prompthoz), és Onismét-
1ésbe, végtelen ciklusba kezdenek a kimeneten. A zart modellek kovetkezetesen figyel-
men kiviill hagytdk a segitségképpen elkiildott, mar felismert szoveget, €s igy annak
csak koltség- és id6 noveld hatasat érzékeltiik.

Az OCR tesztelésnél csak a vision képességekkel rendelkez6 LLM-k hasznalhatok.
A Tesseract eredményéhez képest fontos megjegyezni, hogy az altalunk elvart JSON
sémanak megfeleléen felbontott eredményt kizardlag az LLM-ek tudtak szolgaltatni,
hasonléan a kép-, folyamatabra- és diagramleirasok elkészitéséhez. Ezért bar a tabla-
zatban a Tesseract pontosnak tlinik, de nem tudja a késobbi feldolgozashoz sziikséges
alapstruktirat kitdlteni. A Mini CPM szamara is megoldhatatlan akadalyt jelentett a
JSON séma és a Llama 3.2 kis, 11 millidardos modellje hiaba volt pontos, mivel a JSON
kimenetbe egy a sémaban nem szerepld részt illesztett, és megismételte benne a szoveg
egyik bekezdést. Ez utdbbi algoritmikusan a késobbi feldolgozas soran nem kezelhetd.

that every photo of a Facebook user is connected to that person’s Facebook
account. [@IIll. Computer vision systems are also used in autonomous vehicles
such as drones and self-driving cars (see the chapter-ending Case [EIRauEY),
industrial machine vision systems (e.g., inspecting bottles), military applications,
and robotic tools. In figalth éare (e, computer vision technology is being
used for tumor evaluations . ... using Gomputerized tomography (CT)
scans after treatment. How a tumor reacts to freatment

2. abra: OCR feldolgoz6 eredményének Gsszehasonlitasa a Mini CPM Llama3 8B modell hibai
pirossal, a GPT-40 helyesen felismert szavai zolddel (sajat munka)

Az LLM-ek hajlamosak a magyarazat adasra, azaz a RAG valaszokat rendszeresen
tovabbi szovegrészekkel egészitik ki — ami nehézséget okoz, egyrészt a lehetséges hal-
lucinacid, masrészt a valasz pontossaganak romlésa, végiil a potencialisan felesleges
szovegrészek miatt. Ezeket a homérséklet (temperature) paraméter 0-ra allitasaval és
célzott, felszolitd moda utasitasok megfogalmazasaval a promptban kikiiszoboltiik.

A Claude és Gemini modellek esetén teljesen mas iranybol meriilt fel Uj probléma,
amely a nem generativ rendszerek esetén elképzelhetetlen. Mindkét modell még 1-1
oldal feldolgozaskor jol teljesitett, de 4-5 oldal elkiildése esetén leallitotta a feldolgo-
zast arra hivatkozva, hogy a modelleket nem tartalmak sz6 szerinti visszaadasara (Ge-
mini — recitation, Claude — regurgitation) készitették. Vélhetden ez 6sszekothetd azok-
kal a birosagi perekkel, amelyeket egyes sajtotermékek, tartalomgyartd vallalatok indi-
tottak a nagy nyelvi modelleket készit6 oridscégek ellen. Az Anthropic hivatalos be-
jegyzése szerint az intézkedés célja, hogy megakadalyozzak, hogy Claude mar 1étez6
anyagokat masoljon vagy visszamondjon. Az Anthropic felhasznalasi feltételei és sza-
balyzatai tiltjak a szolgaltatis olyan modon torténd hasznalatat, amely sérti a szellemi
tulajdont vagy egyéb jogokat (Anthropic Privacy Center, 2024).

A feldolgozas sebessége a Tesseract és a lokalisan (GeForce 4090 24GB GPU-n)
futtatott Mini CPM esetében volt a legrosszabb. A tobbi LLM esetén is aszinkron hiva-
sokat kellett alkalmazni a feldolgozas jelentOs felgyorsitasahoz. Ebben az esetben
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tomegesen kiildiink idében szinte egyszerre hivasokat az LLM kiszolgalorendszere
felé, amit a szolgaltatas elérhetOségének fenntartdsa érdekében minden szolgaltatd le-
kérdezési korlatozasokkal (rate limit) véd. Ennek kovetkeztében megfeleld késleltetést
kellett alkalmaznunk az OCR folyamat soran.

A GPT-4o esetén az OpenAl biztonsagi intézkedései a modell kimentének kontrol-
lasara azt jelentették, hogy az OCR felismerési feladat soran egyes oldalak megakadtak
a tartalomsziiré (content filter) funkcio miatt. Ilyen volt példaul az arcfelismer6 szoft-
verekrdl szol6 esettanulmany, amit veszélyes tartalomnak itélt meg az OpenAl mo-
dellje, és ezért nem adta vissza az oldal tartalmat. A prompt modositasaval sem sikeriilt
kikertilni a sziir6t, ahogyan az OCR szoveg hozzaadasaval sem lehet megkeriilni a biz-
tonsagi funkciot. Két megkdzelités alkalmazhato a gyakorlatban: a teljes attérés a nyilt
modellekre vagy a zart modell hasznalata egy nyilt modellel kombinalva, mint tartalék
moddszer. Ez utdbbit valasztottuk az oktatdsi Chatbot rendszer megvaldsitasa soran.
Amennyiben tartalmi sz{ir6 hibaval tér vissza (finish reason) az OpenAl nyelvi mo-
dellje, akkor a hibakezel6 részben automatikusan a TogetherAl rendszerén keresztiil a
Llama 3.2 90B Vision modell segitségével probaljuk kinyerni az oldal tartalmat.

Amig a szabalyalapt rendszerek ingyenesek vagy egyszeri licenszdijat kell fizetni
értiik, addig a zart és nyilt LLM-k koltsége jelentds, és a tokenek szamatol fiigg elso-
sorban. Nyilt LLM-k esetén a kiszolgalo hardver er6forras keriil pénzbe, és ennek kolt-
séghatékony megvalositasa egy kozponti szolgaltaton (pl. TogetherAl) keresztiili
igénybevétel tokenalapu arazassal. A tovabbi lehetéségek: virtualis gép bérlése vagy
hardver vasarlasa nagysagrendileg magasabb befektetést igényelnek. Habar az arak fo-
lyamatosan csokkennek, az 0j, er6sebb modellek megjelenése ujra felfelé viszi a kolt-
ségeket (lasd GPT-ol-preview). A nyilt LLM-k tokenalapt arazasa tiikrozi a képessé-
geiket, de még a legerdsebb modellek is alatta maradnak a zart LLM-ek koltségeinek.
A Claude Sonnet 3.5 nytjtotta a legrosszabb ar-érték aranyu szolgaltatast, mivel a GPT-
40 ugyanolyan mértéki limitjeinek eléréséhez sokkal nagyobb kezdeti, eldre kifizetett
API 6sszeg volt sziikséges. Mindig a feladathoz illeszkedd szinti modellt j6 valasztani,
de az OCR feladat biztosan nem a legfejlettebb képességli modellt igényli.

5 Osszefiizés, a szoveg szemantikai koherencidjanak biztositasa

A tankonyvek szovegét gyakran félbeszakitjak folyamatabrak, diagramok, tdblazatok
vagy tobboldalas esettanulmanyok. A teszteléshez hasznalt PDF kdnyvben szamtalan
példat talaltunk arra, amikor a mondat kdzepén megszakad a szoveg folytonossaga, és
egy kozbeékelt, bekeretezett tanulmanyt kovetéen akar 2 oldallal késébb keriilt leza-
rasra a félbehagyott mondat. A hagyomanyos szabalyalapu vagy OCR-t hasznald prog-
ramok elsGsorban a pontos karakterfelismerése, a szovegblokkok oldalon beliili sor-
rendjének kitalalasara koncentralnak (Smith, 2007). Az el6bb emlitett eset szamukra
kezelhetetlen, és érdekes modon nem talaltunk olyan mas modszert, amely a szdveg
folytonossagnak ilyen mértékii megszakitasaval foglalkozott volna. Minden esetben a
RAG modszert alkalmazoé algoritmusok feltételezték, hogy az oldal jobb als6 sarkédban
1évé mondatot, szavakat a kovetkezo oldal bal felsd sarkaban kezd6d6 szoveghez kell
illeszteni. Esetiinkben ez inkabb a kivétel volt, mint a szabaly. A problémara
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mindenképp taldlnunk kellett megoldast, mert kdnnyen belathato, hogy a rosszul 6sz-
szeflizott szovegrészek értelme teljesen més, és a tovabbi szemantikai kereséseknél ki-
sebb eséllyel talaljuk meg a legrelevansabb szovegrészletet a kérdéssel kapcsolatban.

A klasszikus PDF beolvasd, feldolgozé programok OCR esetén tapasztalatunk sze-
rint egyszerli szoveget adtak vissza vagy legfeljebb Markdown formatumban formazott
cimeket és tablazatokat. Ennek hatdsara el6szor az LLM-ekt6l a cimek Markdown for-
mazasat kértiik és a félbemaradt mondatok, bekezdések megjelolését egy specialis ka-
raktersorozattal, hogy az &sszefiizés a cimek, jelolések mentén megvaldsithato legyen.
Ez azonban teljesen véletlenszerien miikodott, igy nem adott megbizhaté eredményt.
Ezért attértiink a JSON formatumu szovegblokk alapu felismerésre, amikor minden ol-
dalt cimmel ellatott szovegblokkokra osztunk fel. A szovegrész tipusa lehet kép, tabla-
zat vagy szoveg. A tartalomszerkesztési modszerek alapelveibdl kdvetkezéen a szove-
geket cimekkel tagoljuk, és a kdvetkezd cimig tartd rész egy szemantikai egységet al-
kot. Ezekbe az egységekbe ¢kelddhetnek be képek, tablazatok, példaként felhozott eset-
tanulmanyok, amelyek 6nallé6 cimmel rendelkeznek. Ha olyan szdvegblokkot talalunk
egy oldalon, amelynek nincs cime, akkor az valamelyik el6z6 oldalakon megnyitott
fejezet folytatasa, amellyel 6sszekotjiik az aktualis oldal cim nélkiili részét.

Az 6sszekotés algoritmusa figyelembe veszi, hogy tobb befejezetlen szovegblokk
esetén mindig a késébb megkezdett tartalmi rész zarul le elészor. Ezért a parositas soran
az el6z6 oldal utolso blokkjatol visszafelé indulunk el és kotjiik 6ssze az 01 oldal elsé
folytatolagos bekezdéseivel. Majd ezutan tovabb haladunk visszafelé és folytatjuk a
parositast. Figyelembe vessziik az el6z6 oldalon mar korabban parositott folytatdlagos
szovegrészeket, igy ennek megfelelden az 6sszekotés soran hosszabb, lancolt listakra
jellemzo szerkezet is kialakulhat, ahogy azt a 3. abran is lathatjuk.

3. abra: Az alfejezet szovege négy oldalon nyulik at tobb megszakitassal (sajat munka).

A 3. adbran a 468. oldalon kezdddik egy alfejezet. Ezt koveti egy kozbevetett tanul-
many, amely a 469. oldalon kezdddik, és a 470. oldalon ér véget. A 468. oldal aljan
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elkezdetett fejezet csak itt a 470. oldal aljan folytatodik, majd a 471. oldal kézepén ér
véget egy beékelddd folyamatabra utan. A visszafelé keresé algoritmus megtalalja a
fejezet 3 kiillonbozoé oldalon szétszort részét, és a megfeleld sorrendben konkatenélja
mindharom részt. A kép és tablazat tipust blokkokat 6nall6 szemantikai egységként
kezeljiik.

Tovébbi gondot jelentett, hogy az LLM-ek alapvetd jellemzdikbol kovetkezden
kényszeresen befejezték a félbehagyott mondatokat, és tobb esetben a cim nélkiili els6
bekezdéseket teljesen kihagytak a kimenetbdl. Ezeket a problémakat a promptban meg-
fogalmazott, célzott mondatokkal sikeriilt megoldani. Az ilyen tipusu szévegfolytonos-
sag garantaltan megdrzi a szemantikai egységeket, és el is kiiloniti 6ket egymastol. Va-
l6jaban mar belelog a kovetkezd (szoveg feldarabolasa) 1épés elejébe, mivel ezeket a
1étrehozott egységeket tovabbi kisebb részekre feldaraboljuk, és nem a teljes Gsszera-
gasztott szovegen alkalmazzuk a szévegdarabold technikakat.

6 Szoveg feldarabolasa

A fejezetek fiiggetlen szemantikai egységeket alkotnak, amelyek tal hosszuak, ezért
tovabbi felosztasra van sziikség kisebb, egyedileg értelmezhetd darabokra a valaszge-
nerdlas érdekében. Harom moédszert teszteltiink, mindegyikre 1000 karakteres hatart
megszabva.

A rekurziv karakteres felosztas a szoveget természetes hataroknal (pl. 0j sorok, sz6-
kozok) osztja fel, amig el nem éri a célméretet. Ez jellemzben uj szovegdarabot jelent
egy Uj bekezdés esetén, de egyes esetekben két-harom bekezdés még egy szovegdara-
bot alkotott. A rekurziv felosztas LangChainben implementalt, elterjedt szovegdarabo-
lasi megoldas.

A szemantikai feldarabolas arra az Gtletre épiil, hogy mar a szévegdarabolas is a
mondatokhoz tartozo bedgyazasok (embedding) szemantikai hasonlosaga alapjan dol-
jon el. A modszer egy 3 mondatos, 1 mondatonként csuszd ablakot hasznal a blokkok
kozotti szemantikai tavolsag 0sszehasonlitasara koszinusz hasonlosag alkalmazasaval,
és a kivalasztott percentilis (itt 95%) feletti tavolsagoknal vagja el a szoveget.

Az eljaras hatranya, hogy a hatarérték kivalasztasa dnkényes és kiszamithatatlan,
pontosan hol torténik vagas. Ezaltal az eljaras nehezen altalanosithato és automatizal-
hatd. Akar egy bekezdés végi mondatot is kiilon szovegdarabnak vesz, amennyiben az
egy masik szovegrészre utal, és a bekezdések végét gyakran nem veszi figyelembe.

Az agensalapti szovegdarabolas a kulcsfontossagu kritériumok (pl. szemantikai ko-
herencia) kdrvonalazasa utan a promptban, teljes mértékben az LLM-re bizza a szoveg
szegmentalasat és a darabok létrehozasat. A prompt a PDF feldolgozasnal hasznaltnal
sokkal rovidebb, tartalmazza pl. az 1000 karakteres limitet, specifikalva azt is, hogy ez
altalaban egy-két bekezdést jelent — ezzel tovabbi tampontot nyudjtva az LLM-nek a
feladat elvégzéséhez. 500 karakter alatti szovegdarabok elkeriilése is szerepel a prompt-
ban, ami azt eredményezte, hogy az agensalapu szdvegdarabolas nyujtotta a legkon-
zisztensebb szovegdarab méreteket. A rekurziv karakter felosztashoz hasonléan kovette
a bekezdések végét a szovegdarabok létrehozasa soran.

105



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Mindharom modszer esetén a képeket és tablazatokat kiilon tartjuk, mert azokat nem
érdemes tovabbi részekre bontani. Minden képleiras €s kinyert tablazat alapvetden egy
szemantikai egységet képez, amelyek hossza nem kiemelkedd a képzett 1000 karakte-
res szovegdarabokhoz képest.

A megtalalt relevans szovegdarabok pontos oldalszamait és a hozzajuk tartozoé olda-
lak képét megmutatjuk a felhasznalo szdmara, hogy lathaté legyen az LLM milyen kon-
textus alapjan hatarozta meg valaszat. A darabolds sordn a nagyobb szovegrészbdl ki-
nyert kisebb szovegdarabok oldalszamai eltérhetnek a valos helyzethez képest, mivel
egy-egy fejezet tobb oldalt is magaba foglalhat. Ezért a kisebb szemantikai egységekre
bontas legvégén minden szovegrészt végigkeresiink az eredeti, oldalanként egy sort tar-
talmazo6 adattablaban, ahol a megtalalt el6fordulas oldalszama lesz a megfeleld.

7 Keresési modszerek és rangsorolas

A feldarabolt szovegrészek betdltésre keriilnek a FAISS vektoradatbazisba a kivalasz-
tott beagyazasokkal, és a BM25 korpusz is 1étrehozasra keriil (Robertson és Zaragoza,
2009). Az ezekben torténd kereséssel 3 kiillonb6z6 modszer tesztelése valosult meg. Az
alapeset (baseline) modszer csak a vektoradatbazist hasznalja fel, és a harom leginkabb
hasonlé szovegrészletet adja vissza koszinusz hasonldsag alapjan.
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!

»[ Eredeti kérdés } >
N { BM25 keresés
—-[ Hasonlé kérdés 1 ‘ ( ) )
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& 4
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4. abra: A felhasznaloi kérdések feldolgozasanak 1épései (sajat munka)

Ezt egy joval komplexebb kereséssel hasonlitjuk dssze, amelynek teljes folyamata a
4. abran lathat6. A masodik modszer 3 szemantikailag hasonld lekérdezést general az
LLM segitségével (Ma és mtsai, 2023), é¢s mindegyik lekérdezésre lefut a vektoradat-
bazis és BM25 korpusz keresés 3-3 eredménnyel visszatérve, a relevancia pontszama-
ikkal egylitt. A pontszdmok normalizdlasra keriilnek 0 és 1 kozotti skalan, majd
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csokkend sorrend szerinti rendezést kovetden a két lista 6sszekapcsolasa torténik meg
az azonos indexi szovegdarabokat csak egyszer hozzdadva a kdzos listdhoz. A szoveg-
darabok sorrendjének rangsoroldsa a Reciprocal Rank Fusion technikaval valosul meg,
amely a I / (rank + k) képlet szerint rendezi a listat, ahol a k fix 60 (Cormack és mtsai,
2009). Ez a fajta rangsorlas biztositja, hogy azon szovegdarabok, melyeket mindkét
keresési modszer fontosnak itélt a kérdés megvalaszolasahoz, a lista elejére keriiljon.
Az RRF rangsorolas feliilmulja a tobbi rangsorolasi technikat (Cormack és mtsai 2009),
valamint az Azure Al Search nagyvallalati megoldas is alkalmazza.

A harmadik médszer az Anthropic altal ajanlott Gn. kontextus beagyazas (Contextual
Embedding) készitése (Anthropic, 2024b). Ezek a kontextust nyujtod szovegrészek min-
den szovegdarabhoz hozzacsatolasra keriilnek. Az LLM-ek feladata az volt, hogy ké-
szitsenek a teljes fejezet alapjan egy tomor osszefoglalot, amely a szovegdarabot a fe-
jezeten belill elhelyezi, hogy a szoveg tdgabb dsszefiiggései is felismerhetdek legyenek
a valaszadas soran. Ez esetben csak a vektoradatbazis keresést alkalmazzuk, ami lehe-
tové teszi az alap modszerrel torténd kdzvetlen 6sszehasonlitast.

Mindegyik mddszer esetén a szovegdarabokkal egyiitt tarolt metaadatok egy részét
(példaul fejezet, kép €s tablazat cimek) is atadtuk a végsé LLM lekérdezésnél, hogy
még jobb eredményt érjiink el.

8 Kérdés-valasz teszt eredmények

A vélasztott tankdnyv 11. fejezetére vonatkozo 69 hivatalos tesztkérdést értékeltiink ki
automatikusan, mivel ezen kérdésekhez rendelkezésre alltak a valaszok is. A tesztadat-
bazis 43 db feleletvalasztds, 16 db igaz/hamis és 10 db essz¢ kérdést tartalmazott. En-
nek megfeleléen a kérdések nagy részét mintaalapt algoritmikus egyezéssel lehetett
azonositani (valasztott betiijel, igaz/hamis szavak el6fordulasa), mig az esszé kérdé-
sekre a GPT-40-t alkalmaztuk a bemeneten megadva az eredeti kérdést, az aktualisan
vizsgalt LLM-t6] kapott valaszt és a hivatalos megoldast. Arra kértiik, hogy 0-t6l 1-ig
tartd intervallumon allapitsa meg a valasz helyességét 6sszehasonlitva a megoldassal.
Manualis ellendrzés utan a hatart 0.8-nal huztuk meg, mert a tapasztalat azt mutatta,
hogy ezek mar biztosan j6 megoldasok. Tapasztalataink alapjan az értékelést akkor
csokkentette a kiértékeld GPT-40, ha a valasz ugyan egyezett, de sokkal terjedelmesebb
volt vagy tovabbi allitasokat is tartalmazott.

Harom modszert kiértékelését végeztiik el (2. tdblazat): (1) csak vektoradatbazis ke-
resés, (2) kontextus beagyazas, és (3) egy kombinalt vektoradatbazis, BM25 és RRF
megkozelités. A kombinalt RRF modszer kovetkezetesen feliilmulta a tobbi modszert,
mig a kontextus beagyazas a 2. helyen végzett. Mindharom RAG mddszer esetében a
legjobb eredmény 100%-o0s egyezés vizsgalata esetén 91% felett volt. A legjobbnak a
GPT-4-turbo bizonyult 94,2%-0s eredménnyel. A 100% azt jelenti, hogy az esszé ti-
pusu kérdések GPT-4o altali kiértékelésénél 1.0 értéknél hiiztuk meg a hatart, ami a
modell szerint a hivatalos megolddkulccsal teljesen egyez6 lényegi tartalmi valaszt je-
lentette. A 80%-o0s egyezést csak a kombinalt RRF moddszerre teszteltiik, ahol a GPT-
4-turbo 98,55%-o0s eredménnyel végzett az élen, ezzel a legjobb modellnek bizonyult.
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A kombinalt RRF moddszert a korabban felsorolt 4 zart és 4 nyilt LLM modellen
teszteltiik (GPT-4-turbo, GPT-40, GPT-40-mini, Claude Sonnet 3.5, Google Gemma
27B, Qwen2-72B, Llama-3.1-405B, Mixtral-8x22B), ahol a 80%-o0s egyezést elfo-
gadva a legjobb eredményt a GPT-4-turbo érte el tovabbra is 98,55%-kal, de a masodik
anyilt Qwen2 72B LLM lett 95,7%-kal.

2. tablazat: A 3 RAG moédszer vizsgalata a 69 tesztkérdésen futtatva
GPT-40 GPT-40- GPT-4-

mini turbo
Eredmények: 100%-o0s egyezés
Csak vektor adatbazis keresés 91,3% 85,5% 87,0%
Kontextus bedgyazas 85,5% 87,0% 91,3%
Vektor adatbazis, BM25 és RRF kombinalt keresés 92,8% 91,3% 94,2%
Eredmények: 80%-os egyezés
Vektor adatbazis, BM25 és RRF kombinalt keresés 94,2% 94,2% 98,55%

9 Tanulsagok osszefoglalasa

A nem strukturalt, szoveget és képet is tartalmazé dokumentumok feldolgozasara, tu-
dasbazisba helyezésére és a tudasbazis lekérdezésére egy tobb 1épéses RAG folyamatot
valositottunk meg, és teszteltiink egy felsGoktatasi chatbot fejlesztésének kontextusa-
ban. A beolvasashoz a vision képességgel rendelkezé LLM-ek hasznalata feliilmulja a
szabalyalapt és OCR megoldasok teljesitményét, ahol a nyilt stly( modellek a zart
modellekben megtalalhato tartalmi sziiré nélkiil biztositjak a szoveg teljességét tobb
100 oldalas dokumentumok esetén is. A nagy nyelvi modellek képesek pontosan JSON
strukturaba illeszteni a szovegrészeket, lehetdvé téve a félbeszakitott szovegrészek al-
goritmikus dsszeflizését és a komplex oldalstruktiarak kezelését. A tovabbi feldarabolas
céljara az agensalapti modszer egy testre szabhatd, teljes dokumentumra konzisztens
megoldas. A kérdés-valasz (Q&A) feladatra egy kombinalt megoldas (a kérdések tobb-
szori atfogalmaztatdsa, a BM25 és vektor adatbazis keresés kombinalasa, majd RRF
szerinti sorbarendezés) adta a legjobb eredményt minden tesztelt modell esetén. A kér-
dés-valasz teszten 1. helyen végzett GPT-4-turbo 7,2 szdzalékpontos javulast ért el a
kombinalt RRF moédszerrel az egyszerii vektor hasonlosagi kereséshez képest.

Az ingyenesen elérhet6 nyilt stlyt modellek és a zart modellek dsszehasonlitasa ré-
vén megallapitottuk, hogy a nyilt megoldasok szamos esetben megfeleld alternativat
nyujthatnak, kiilondsen a koltségek és a pontossag aranyat tekintve. Nyilt megoldasok
alkalmazasa jelent6s koltségmegtakaritast eredményezhet, mikdzben a chatbot teljesit-
ménye versenyképes marad, igy ez a megoldas egyértelmiien vonzo lehet a felsokta-
tasi intézmények szamara, amelyek hatékony eszkdzoket keresnek a tanulok tamogata-
sara és az oktatas tovabbfejlesztésére. Kutatasaink alapjan az optimalis megoldas egy
olyan megfelelé méretli nyelvi modell alkalmazasa, melynek koltségei minimalisak.
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Koszonetnyilvanitas

Az EKOP-24-2-003 azonositészamu projekt a Kulturalis és Innovaciés Minisztérium
Nemzeti Kutatasi, Fejlesztési és Innovacidos Alapbol nytjtott tdmogatasaval a
2024/2025 tanévre meghirdetett Egyetemi Kutat6i Osztondij Programjanak a finanszi-
rozasaban valosult meg.

A chatbot fejlesztését és szerver szolgaltatdsat a Webra Kft. (webra.hu) tdmogatta.
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A latens szemantikus tulajdonsagok segitségével
elétanitott nyelvi modellek vizsgalata
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Kivonat A szoalakok helyett fogalmi egységek mentén elGtanitott nyel-
vi modellek mintahatékonysigét tobb kordbbi munka is igazolta. Ezek a
vizsgalatok azonban a létrehozott modelleket csupan finomhangolhato-
saguk szempontjabol vizsgaltédk. Jelen cikkben a latens szemantikus tu-
lajdonsagok jelentette kvéaziszimbolikus informécié mentén térténd els-
tanitasnak a nyelvi modellezés elvégzésére gyakorolt (negativ) hatasat
mutatjuk be, illetve javaslunk két modszert is, amely hasznalatéval a
modellek nyelvi modellezési képességei javithatok a fogalmakra val6 ér-
zékenységének megtartisa mellett.

1. Bevezetés

A tradicionalisan elGtanitott maszkolt nyelvi modellek 1étrehozasuk soréan olyan
kimeneti eloszldsok meghatarozasaval tudjak a veszteségfiiggvényiiket minimali-
zalni, amelyek a teljes valoszintiségi tomeget pontosan egy megadott — az aktualis
mondatban a kimaszkol4dst megel6z&en az adott szd helyén eredetileg ott allo —
szora helyezik. Vagyis ha a maszkolas utan el6allo Péternek [MASK] gyereke
van. mondatban az eredetileg a [MASK] token helyén all6 sz6 a hdrom szamnév
volt, 4gy a nyelvi modell abban az esetben tudja minimalizalni az adott maszk
tokenre vonatkozd veszteségét, ha annak behelyettesitésével kapcsolatosan kiza-
rélag a hdrom szd ottlétéhez rendel nullatél kiilonbo6zd valoszintiséget, holott a
valésadgban mas szavak is alkalmasak lennének a mondatbdl kitakart sz6 helyette-
sitésére. A betanitott maszkolt nyelvi modellek kimeneti eloszlasai természetesen
méar nem annyira szélsGségesek, mint amennyire szélsGséges kimeneti eloszlasok
minimalizaljak a veszteségfiiggvényiiket, amit annak koszonhetnek, hogy az els-
tanitasuk nagy mennyiségt, valtozatos szévegeken torténik, és hosszi tavon az
egyes kimenetek mentén elvart szélsGséges eloszlasok ,atlagat” adjak vissza.
Shani és mtsai (2023) véleménycikkiikben amellett érveltek, hogy a nyelvi mo-
dellek viselkedése szempontjabol kivanatos lenne, ha azok mitikddése a konkrét
szoalakok helyett emberi fogalmak mentén torténne. Egy ilyen megoldast adott
(Berend, 2024), amely egy méar tradicionalisan betanitott nyelvi modell rejtett
reprezentacioi segitségével hatarozta meg azon latens szemantikai tulajdonsagok
korét, amely alapjan aztan az enkoéderalapt neuralis nyelvi modellek tanitdsanak
elvégezését javasolta. A modositott elGtanitassal nyert neurélis nyelvi modellek
mintahatékonynak bizonyultak abban az értelemben, hogy megegyez6 mennyi-
ségl szOvegen torténd elGtanitast kovetGen, valtozatos célfeladatok mentén valod
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finomhangolasuk sorédn a hagyomanyos médon elGtanitott modelleknél atlagosan
joval kedvezsbb eredmények elérésére voltak képesek.

A Berend (2024) altal létrehozott modellek mintahatékonysaga azonban nem
terjedt ki a létrejové modellek maszkolt nyelvi modellezési képességeire, hiszen
azaltal, hogy a javasolt elGtanitas teljességgel fiiggetlenitette magat a konkrét
szoalakok eldrejelzésétsl, igy ennek a feladatnak az elvégzésére teljesen alkal-
matlanak voltak a modelljei.

A korabban javasolt latens szemantikus tulajdonsidgok mentén torténd elGta-
nitas egy tovabbi tulajdonsiga, hogy egy mar elGtanitason atesett segéd nyelvi
modellre tamaszkodik. Azon tul, hogy egy mar elStanitott modell 1étezésének
feltételezése egy j modell létrehozasa soran nem feltétlen elegans, maga utan
vonja azt a negativ kovetkezményt is, hogy a latens szemantikus tulajdonséa-
gokkal operal6é neuralis nyelvi modell szotaranak sziikségképpen a segédmodell
szotaraval megegyezének kell legyen, ezzel egy potencialisan komoly korlatot al-
litva a modszer gyakorlati alkalmazhatosaga elé.

Jelen cikkben olyan kiterjesztését, illetve modositasat adjuk a maszkolt la-
tens szemantikus modellezési (MLSM) elGtanitasi eljarasnak, amely segitségével
létrehozott neuralis nyelvi modellek a tokenek fogalmi csoportositasan tulmend-
en a konkrét maszkolt nyelvi modellezési feladat ellatasara is képesek. A javasolt
4j modszerek koziil az egyik még azzal a tovabbi kedvezé tulajdonsaggal is ren-
delkezik, hogy nem igényli egy mar korabban betanitott nyelvi modell meglétét,
ezéltal lehetGséget teremt arra is, hogy akér teljesen 1j — a szdmunkra relevans
1j doménhez adaptalt — tokenizéloval hozzunk létre neuralis nyelvi modelleket
mintahatékony modon.

2. Kapcsol6dé munkak

A maszkolt nyelvi modellezés sorén sokiig a BERT (Devlin és mtsai, 2019) mo-
dell létrehozasa soran lefektetett stratégiara tamaszkodtak, ami az inputban ta-
lalhato szotoredékek véletlenszertien kivalasztott 15%-a alapjan hajtja végre az
el6tanitast. A maszkolt nyelvi modellezéssel elGtanitott nyelvi modellek feladata
az, hogy az eredeti szovegek 15%-anak lecserélését kovetSen legyen képes helyre-
allitani a szévegbdl kitakart szoalakok pontos kilétét. A kézelmiltban azonban
szamos alternativat javasoltak a rekonstrualandé szotoredékek véletlenszerd ki-
valasztésa helyett (Joshi és mtsai, 2020; Levine és mtsai, 2021; Yang és mtsai,
2023). Wettig és mtsai (2023) az inputszekvencia 15%-ara iranyul6 kivalasztési
stratégiat vizsgalta, és azt talaltak, hogy érdemes az inputban taladlhatd toke-
neknek a megszokottnal nagyobb hanyadat rekonstruélando tokenként kezelni.
Berend (2023) egy olyan elStanitési feladatot vezetett be, amely soran a ta-
nulas targyat nem a kivalasztott inputtokenek rekonstrudlasa képzi, hanem az
azok kontextusa mentén meghatarozott latens szemantikus jellemzések megha-
tarozasa a célja. A szemantikus jegyek meghatarozasara egy segédmodell rejtett
reprezentacioi alapjan keriilt sor ritka kodolas hasznalataval. A modszer sajatos-
sédga, hogy mivel az elGtanitas soran alkalmazott modellezés fokuszat athelyezi
a szbalakokrol a kvaziszimbolikus szemantikus jegyekre, igy a klasszikus nyel-
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vi modellezés feladatat nem képesek ellatni az ezzel a modszerrel létrehozott
modellek.

3. Vizsgalt modszerek

Cikkiinkben a klasszikus maszkolt nyelvi modellezéssel el6tanitott transzfor-
meralapi enkéder modelleknél jobb mintahatékonysiggal rendelkezé maszkolt
latens szemantikus modellezési elGtanitési eljaras tovabbfejlesztési lehet&ségeit
vizsgaljuk. Célunk, hogy a latens szemantikus kategoriak kezelésére, valamint a
szo(be)helyettesitési feladat elvégzésére egyardnt képes modelleket hozzunk létre.
A kovetkezokben attekintjiik a kisérleteinkben el6fordulo elGtanitasi eljarasokat,
illetve azoknak az altalunk javasolt tovabbfejlesztéseit.

3.1. Maszkolt nyelvi modellezés (MLM)

A klasszikus maszkolt nyelvi modellezési feladat soran a kategorikus keresztent-
répia hibatagot hasznaljuk annak szamszertsitésére, hogy az eltanitott modell
aktualisan mekkora outputvaldszintiséget rendel a megadott pozicion az erede-
ti inputban szerepld token visszahelyettesitésével kapcsolatban. Ez a klasszikus
el6tanitasi paradigma htzodik meg szamos modell, pl. a BERT (Devlin és mtsai,
2019), vagy a magyar huBERT (Nemeskey, 2021) létrehozésa mogott.

3.2. Maszkolt latens szemantikus modellezés (MLSM)

Az MLSM egy segédmodellre tamaszkodik a maszkolésra véletlenszertien kiva-
lasztott tokenek kvaziszimbolikus latens szemantikus profiljanak meghatérozasa
SoTran.

Az eljaras els6 el6készits lépése a segédmodell h-dimenzios rejtett allapo-
taibol mintavételezéssel létrehozott X € RM*™ matrixra tamaszkodik, amelyre
megkeressiik a

1 n
min - z; — Do |2 + M|« 1, 1
p i 52 I3 + M| (1)

feladat optimumaét, és amely alapjan egy korabbiakban nem latott x; ¢ X rej-
tett reprezentacioval rendelkezd vektorra a D € R®** matrixot mar ismertnek
tekintve az
o1 9
arg min —||x; — Daglls + M| el (2)
RE 2

ai€R3,

202

mo6don hatarozhaté meg annak latens szemantikus jellemzését el6allito a; € RE
vektora. a

A )\ regularizacios tag azt eredményezi, hogy a a;-beli egytlitthatok tobbsége
pontosan 0 lesz, mig a nemnulla egyiitthatok pozicidi olyanok lesznek, hogy
azok — a kisérleteink altal is a késébbiekben alatamasztott moédon — nagyfokia
egylittallast mutatnak a szemantikus tulajdonsigaikkal.
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UT-MLSM: Utélagos tanitiason atesett maszkolt latens szemantikus
modellezés A kvéziszimbolikus latens szemantikus tulajdonsagok segitségével
el6tanitott modellek a modellezés hiperparamétereként megvélasztott k darab 1a-
tens szemantikus tulajdonsagra vonatkozo eloszlasokat produkalnak. Amennyi-
ben a latens tulajdonségok valéban a szavak fogalmi tulajdonsagait ragadjak
meg, és az MLSM elGtanitas megfeleléen konvergalt, ugy feltételezhetd, hogy
az MLSM célfiiggvénnyel elGtanitott modellek altal szolgaltatott eloszlasoknak
alkalmasak a konkrétan kimaszkolt szavak rekonstrualasara is.

Ezen hipotézis ellenérzésének érdekében egy olyan modellvarianst hoztunk
létre, amely egy hagyomanyos MLSM elGtanitason atesett modellt olyan mo-
don egészit ki, hogy annak paramétereinek lefagyasztasat kbvetGen egy tovabbi
osztalyozo fejjel egésziti ki a modellt. Ennek az osztalyozo fejnek a feladata az,
hogy a latens szemantikus tulajdonsagok terébdl a modell altal hasznalt szotara-
ra vonatkozo logit értéket hozzon létre, vagyis 1ényegében egyetlen, a modellezés
soran hasznélt latens tulajdonsagok szamaszor a modellben megkiilonboztetett
tokenek szédmaszoros linearis leképezést tanulunk a modellhez tugy, hogy mind-
ekozben a kordbbiakban az elGtanitason atesett silyait érintetleniil hagyjuk.

SM-MLSM: Segédmodellmentes maszkolt latens szemantikus model-
lezés A kovetkezonek javasolt modellvariansunk fontos tulajdonsiga, hogy az
nem igényli egy az eltanitas megkezdésének pillanataban méar rendelkezésre al-
16 betanitott neuralis nyelvi modell 1étezését. A segédmodellmentes maszkolt
latens szemantikus modellezés (SM-MLSM) elvén miikodé modszeriink a masz-
kolt nyelvi modellezés és a latens szemantikus kategoriak kialakitdsanak alternalo
végrehajtasanak az elvét koveti.

Az SM-MLSM moédszer egy teljesen véletlenszeri silyokkal inicializélt ne-
uralis nyelvi modellbd] indul ki, majd az el6tanitas soran elvégzendd lépések
szaméanak az els6 meghatarozott (esetiinkben 12,5%-nak valasztott) 1épésében
kizarolagosan a klasszikus maszkolt nyelvi modellezés feladatat latja el. Az els-
tanitas a hiperparaméterben meghatarozott darabszamu kisebb elGtanitasi sza-
kaszbol all, és minden egyes szakasz végén, az adott szakaszban meghatarozott
utols6 200 kotegben elSfordult tokeneknek a transzformer modell utolsé réte-
gében el6allo rejtett vektorai alapjan egy (1)-ben talalhaté alakt optimalizalas
problémat old meg annak érdekében, hogy a kovetkez& el6tanitasi szakaszban — a
klasszikus maszkolt nyelvi modellezési feladat ellatdsa mellett parhuzamosan — a
latens szemantikus tulajdonsagok modellezésére vonatkozo elGtanitési feladatot
is el tudja latni a modell a frissitett szoétarmatrixra tamaszkodva.

Mivel a modell korai verziéi még vélhetSleg kevésbé hasznos rejtett allapo-
tokat produkalnak, ezért a maszkolt nyelvi modellezés és a latens szemantikus
tulajdonsagokra tdmaszkod6 modellezésbdl jovE veszteség egymashoz valo viszo-
nyat az elGtanitas elére haladtaval szakaszosan valtoztatjuk. A legels6 szakasz-
ban kizarolagosan csak a maszkolt nyelvi modellezésbdl jovs veszteségfiiggvényt
vessziik figyelembe a modell frissitése soran, mig a kovetkezs szakaszokban ezen
komponens azonos iitemben csokkenve egyre kisebb szerephez jut, az elGtanitas
végére elérve egy elézetesen meghatarozott aranyt (kisérleteink soran 0, 25-et).
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4. Kisérletek

A kovetkezSkben bemutatjuk az elGtanitassal kapcsolatos kisérleti beallitasain-
kat, majd a modellekkel végzett kisérleteinket kozoljiik.

4.1. Az elétanitas

Modelljeink el6tanitasa soran az input szévegek maximalis szekvenciahosszat 128
szubtokenben maximalizaltuk, 16-os gradiens akkumuléacié mellett 64-es koteg-
meéretet, valamint le-4 maximaélis tanulasi ratat alkalmaztunk. A maszkolésra
kivalasztott tokenek ardnyat megemeltiik 0,15-r61 0,25-re, dsszhangban (Wet-
tig és mtsai, 2023) ajanlasaival. Minden elkésziilt modelliinknek elkészitettiik az
elGtanitasi lépéseinek 10%-a, 25%-a, 50%-a, valamint 100%-a utan el6allo valto-
zatat. Az eltanitast miden esetben a huBERT (Nemeskey, 2021) tokenizélojara
és a Webcorpus2.0(Nemeskey, 2020) szovegeire tamaszkodva végeztiik el. A kor-
pusz hozzéavetsSlegesen tizenhatmillidrd tokenbdl all.

UT-MLSM elétanitasok Sajat UT-MLSM modelliink! 1étrehozasa soran (Be-
rend, 2024) publikusan elérhetévé tett, MLSM modszerrel el6tanitott DeBER-
Ta architektiraju (He és mtsai, 2021) modelljébél? indultunk ki. Mivel az UT-
MLSM modell esetén a kiindulé modell stulyai lefagyasztasra keriiltek, és ép-
pen arra voltunk kivancsiak, hogy az eredeti modell altal visszaadott latens sze-
mantikus tulajdonsigokra vonatkozd tokenreprezentaciok mennyire alkalmasak
a maszkolasos nyelvi modellezési feladat hatékony megtanulasara, ebben az eset-
ben minddssze 10000 elGtanitasi 1épést hajtottunk végre, ami a Webcorpus2.0
koriilbeliil 7,5%-4anak felel meg.

SM-MLSM és tradicionalis MLM elStanitasok Mivel ezek a modellek
nem egy mar korabbi elGtanitott modell tovabbtanitasibol jottek létre, itt az
el6tanitasra forditott frissitési lépéseink szamét szézezerre allitottuk. Mindez
hozzavet6legesen tizenkétmilliard token (a Webcorpus2.0 hozzavetslegesen ha-
romnegyedének) a folhasznalasat jelentette.

A tradicionalis MLM modell® el6tanitésra vonatkozé hiperparamétereink nem
tértek el a korabban megadottaktol, mig a segédmodellmentes MLSM modell*
szaméra specifikus hiperparaméterek a kiévetkez6k szerint alakultak: a szotér-
matrix frissitését 12500 lépésenként (a teljes elStanitas ideje alatt tehat Gsszesen
8 alkalommal) végeztiik el, az alkalmazott latens kategoridk szamét a modell
rejtett vektorainak dimenzioszaménak kétszeresére (1536-nak) valasztottuk, és a
maszkolasos nyelvi modellezés veszteségfiiggvényének relativ silya az elGtanitas
végére a 0,25-0s értéket vette fel. Az SM-MLSM el6tanitas tulajdonképpen egy
tobbfeladatos tanulasi problémaként értelmezhets. Az aggregalt veszteségfiigg-
vénylink egyes komponenseinek alakulasat az 1. Abraban mutatjuk be.

! https://huggingface.co/Szeged Al/huDeBERTa-MLSM-UT
2 https://huggingface.co/Szeged AT/huDeBERTa-MLSM

3 https://huggingface.co/Szeged Al/huDeBERTa-MLM-v2 100k
* https://huggingface.co/Szeged Al/huDeBERTa-aux-free-MLSM
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(a) Az MLM veszteségfliggvény alakulasa (b) Az MLSM veszteségfiiggvény alakulasa

1. abra: A segédmodell félhasznalasa nélkiil létrehozott SM-MLSM modell vesz-
teségének komponenseinek alakulasa a tanitas elérehaladtanak fiiggvényében: (a)
a klasszikus MLM tanitas altal (is) hasznalt kategorikus keresztentropia hibatag,
valamint a (b) MLSM altal hasznalt latens szemantikus tulajdonségok céleloszla-
sdhoz viszonyitott Kullback-Leibler divergencia célfiiggvényértékének valtozasa.

4.2. A modellek maszkolt nyelvi modellezési képességei

Mint azt korabban emlitettiik, a kvaziszimbolikus alapokon nyugvo eredeti MLSM
modellezéssel elGtanitott modellek egyaltalan nem alkalmasak a maszkolt nyelvi
modellezési feladat ellatasara, vagyis a kimaszkolt tokenek helyére nem képesek
a token helyén all6 valodi tokenekre vonatkozo kimeneti eloszlasokat produkalni.
Az UT-MLSM és SM-MLSM modszerekkel elGtanitott modelljeink kiilonb6z6
mechanizmusok 1tjan ezek képességgel kapcsolatos hianyossagaira adnak egy
megoldast a latens szemantikus tulajdonsagok segitségével elGtanitott modellek
viselkedésével kapcsolatban. A modellek tanitasara nem hasznalt fejlesztési kor-
pusz mentén a kiilonb6z6 modon elGtanitott modellek atlagos veszteségfiiggvény-
értékét kozoljik a 2. dbran.

3.9 S>& MWLM

©3.8 SM-MLSM

3.7 ¢ UT-MLSM

N 3.6/ —— HuBERT

g

> 3.5]

o]

3.4

233 \
32M

10K 25K 50K 100K

El6tanitd |épések

2. abra: A kiilonb6zd elStanitott modelleknek a tanitasukra f6l nem hasznalt
szovegeken elért veszteségfiiggvényének atlagos értéke a kumulalt elGtanito 1é-
pések szaméanak fliggvényében. Az UT-MLSM modell esetén egy mar el6zetesen
100 ezer el6tanitasi lépésen atesett modellbél indulunk ki.
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Az 1. dbra alapjan megallapithatjuk, hogy az el6tanitéds sordn a tokenek
latens fogalmi tulajdonsagait is figyelembe vevé modelljeink maszkolt nyelvi
modellezési képességei Osszehasonlithatok a kizarolag a maszkolasos nyelvi mo-
dellezési feladat ellatasat elvégezni képes tradicionéalis MLM modon elGtanitott
modellével. Az UT-MLSM modellel kapcsolatban az a tény, hogy méar a tel-
jes Webcorpus2.0 kevesebb, mint 1%-anak a folhasznalasiaval nemtrivialis nyelvi
modellezési képességekre tett szert (4.0 alatti veszteségfiiggvény-érték) azon hi-
potézisiinket tamasztja ala, hogy a huDeBERTa-MLSM modell altal el6zetesen
megalkotott latens fogalmi hierarchiaja hasznos kiindulasi alapot tudott bizto-
sftani a maszkolt nyelvi modellezési képességek elsajatitasara nézve.

4.3. Jelentésegyértelmiisitési eredmények

Megvizsgaltuk a kiilonb6z6 modellek altal a huWSD jelentésegyértelmiisitési fel-
adaton elért eredményeket. A nyelvi modellek altal 1étrehozott reprezentéciok je-
lentésegyértelmiisitési feladatba torténd felhasznalasanak egy egyszerd, de meg-
lepGen j6 teljesitményt produkalni képes valtozata az, amikor az egyes ismert
jelentéskategoridkhoz egy-egy centroidot rendeliink az adott kategériaba tartozo
tanitohalmazbeli szavakhoz a nyelvi modell altal rendelt rejtett reprezentaci-
0kbol, és tesztelés soran egy egyszeri legkdzelebbi szomszédsagi elven dontiink
(Loureiro és Jorge, 2019). Az ezzel a modszerrel kapott eredményeinket a kiilon-
b6z8 modszerekkel elGtanitott nyelvi modelljeink eltérs elkésziiltségi fokai mel-
lett a 3a. Abra tartalmazza. Lathato, hogy mindegyik modell kifejezetten magas

pontossag elérésére képes.

0.8751 0.875

0.8501 0.850
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§ 08251 § 0825
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2 0.7501 SM-MLSM 0 0.750 SM-MLSM —
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0.6754 —— Tobbségi dontés 0.675 —— Tobbségi dontés
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(a) Utolso rejtett réteg vektora (b) Modell kimeneti eloszlasa

3. abra: A kiilonb6z§ vizsgalt modelleknek a huWSD adatbazisan elért jelentés-
egyértelmtsitési eredményei: (a) a modell utolso rétegébdl jove rejtett allapotok,
illetve (b) a modell kimeneti eloszlasanak folhasznalasaval elért eredmények.

Egy kevésbé gyakori megkozelités, ugyanakkor a modellezést a kvaziszimbo-
likus latens szemantikus fogalmi tulajdonsagok mentén (is) elvégzs elGtanitési
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modszerek esetén azonban kinalja magét az a megoldas is, hogy a modell bels6é
rejtett reprezentécioi helyett konkrétan magara a modell kiementén produkalt
eloszlasvektorokra hagyatkozva hozzuk meg a dontéseinket. Ebben az esetben
a legkozelebbi szomszédsag megitélését az Hellinger-tavolsag kiszamolasaval vé-
geztiik. Az igy kapott eredményeinket a 3b. dbra foglalja 6ssze. Az lathato, hogy
a latens tulajdonsagokat alkalmaz6 modellek ebben a fajta kiértékelésben sokkal
jobb teljesitmény elérésére voltak képesek a latens szemantikus tulajdonsagokat
az elGtanitas soran figyelembe nem vevé tarsaikhoz képest.

4.4. Finomhangolasos eredmények

Noha kutatasunkban a modelleket elsédlegesen nem finomhangolhatésaguk szem-
pontjabol vizsgaltuk, a kovetkezkben kozoljiik az opinhubank (Mihaltz, 2013)
szentimentosztéilyozasi feladatan elért eredményiiket. A modelleket 5 alkalommal
finomhangoltuk, és kozoljiik az egyes modellek mentén kapott pontossag atlagét
(4a), valamint a fiiggetlen finomhangolassal létrehozott modellek szavaztatasaval
kapott eredményeinket (4b) a kiilonb6z6 modszerrel elGtanitott neuralis nyelvi
modelljeinkre. A kapott finomhangolasi eredményeinkrsl elmondhato, hogy azok
mindegyike Gsszehasonlithato, vagyis a javasolt modositasokkal is a finomhango-
lasra nézve jol teljesité nyelvi modelleket kaphatunk.

0.90 0.901
0.89 0.891
©0.88 0.881
MO O
©0.87 @ 0.87
S S |
§0'86 > MLM §°'86 > MLM
0.85 SM-MLSM 0.851 SM-MLSM
0.84 =&~ UT-MLSM 0.841 —¢~ UT-MLSM
0.83 —— HuBERT 0.83 1 —— HuBERT
10K 25K 50K 100K 10K 25K 50K 100K
Elétanité 1épések Elétanité |épések
(a) Egyedi modellek eredménye (b) Modellek szavaztatasanak eredménye

4. dbra: A kiilonbo6z6 vizsgalt modelleknek az opinhubank szentimentosztalyozasi
adathalmazon elért eredményei.

5. Konklazié

Cikkiinkben a latens szemantikus tulajdonsagokra tamaszkodva megalkotott ne-
uralis nyelvi modellek azon hidnyossagaira adtunk megoldasokat, miszerint azok
nem alkalmasak a klasszikus maszkolasos nyelvi modellezési feladat ellatasara.
A javasolt modszereink egyike (SM-MLSM) raadasul nem csak ezen limitacio-
jan segit a latens kategoéridk mentén torténd nyelvi modellezésnek, hanem azt
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is lehetGvé teszi, hogy a nyelvi modell el6tanitdsanak megkezdésekor ne kelljen
rendelkezésiinkre allnia egy betanitott mér atesett segéd nyelvi modellnek.
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Abstract. In language technology, clean data is fundamental for train-
ing high-quality models, yet large corpora often contain substantial noise
due to OCR errors, missing diacritics, and various user-generated incon-
sistencies. This paper presents a comprehensive text cleaning pipeline
tailored for Hungarian, leveraging transformer-based language models
optimized for three key tasks: OCR error correction, diacritic restora-
tion, and filtering grammatically incorrect sentences. We introduce huT5,
a Hungarian adaptation of the mT5 model, which significantly reduces
model parameters and resource demands while maintaining strong per-
formance on Hungarian-specific text cleaning tasks. The huT5 models
were fine-tuned on carefully constructed Hungarian corpora for each
task and benchmarked against state-of-the-art methods, demonstrating
competitive results, particularly in OCR error correction and diacritic
restoration. Our pipeline offers an efficient, freely accessible solution to
enhance data quality for Hungarian NLP applications, setting a new
standard in resource-efficient, language-specific text cleaning.
Keywords: Text cleaning, Transformer Language Models, Hungarian
NLP, OCR correction, Diacritic restoration, huT5 model

1 Introduction

Corpus cleaning is an ongoing challenge in language technology. Clean data is
essential for training language models, yet with the large datasets needed for
deep neural networks, a significant portion often requires cleaning. Text data
can be messy for various reasons. A prominent research area is the cleaning of
OCR-processed texts, which are often prone to errors. Encoding issues, missing
diacritics, and grammatical mistakes due to user habits or conventions are also
common issues. Cleaning these issues is complex, and no single solution fits all
cases. While large language models like ChatGPT hold promise for handling
many tasks, they are not perfect and often demand substantial resources, which
can be impractical in some scenarios.

To tackle these challenges, we are developing targeted models and applica-
tions that can efficiently handle various text cleaning tasks with minimal re-
sources while achieving high accuracy.
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Our research prioritizes three main tasks for Hungarian: OCR cleaning, dia-
critic restoration, and filtering grammatically incorrect texts.

This paper presents a collaborative project between the HUN-REN Hungar-
ian Research Centre for Linguistics (HUN-REN NYTK) and the Library and
Information Centre of the Hungarian Academy of Sciences (MTA KIK), aimed
at making the contents of the REAL Repository more accessible to researchers
and easier to curate and enhance for the MTA KIK.

2 Related Work

The importance of improving texts processed through Optical Character Recog-
nition (OCR) is emphasized by the creation of specialized competitions, such as
the post-OCR error correction challenge instituted at the International Confer-
ence on Document Analysis and Recognition (ICDAR) since 2017*. These com-
petitions have catalyzed progress in OCR error rectification by utilizing cutting-
edge methodologies. The method that secured victory in 2019, termed Context-
based Character Correction (CCC, Rigaud et al., 2019), integrated a convolu-
tional neural network with a BERT model for the purpose of error identifica-
tion, coupled with a bidirectional Long Short-Term Memory (LSTM) encoder-
decoder framework incorporating an attention mechanism for error rectification.
Other scholars, including Nguyen et al. (2020), adapted CCC by incorporating
Named Entity Recognition (NER) for the identification phase and substituting
the LSTM-based correction model with a neural machine translation architec-
ture known as OpenNMT. Schaefer and Neudecker (2020) also employed a dual-
phase methodology, utilizing a bidirectional LSTM for error identification and a
separate LSTM-based model for rectification.

Contemporary advancements have increasingly centered around transformer-
based methodologies. Duong et al. (2021) addressed OCR correction without
employing a specific detection module, instead opting to train a transformer
model on a dataset encompassing both accurately transcribed text and OCR-
induced erroneous text. They produced synthetic OCR errors through automated
techniques, including random error insertion and parallel corpus training, which
involved pairing pristine texts with their artificially flawed counterparts. In a
similar vein, Mei et al. (2016) confronted scenarios involving multiple OCR cor-
rection models by devising a statistical approach to rank correction candidates
predicated on attributes such as Levenshtein distance and lexicon validation.

Pethd et al. (2024) conducted an extensive study on types of OCR errors spe-
cific to Hungarian. Building on this, Laki et al. (2022) used neural language mod-
els to correct OCR errors, developing a two-part system with a Context-based
Character Correction (Nguyen et al., 2020) detection module and an encoder-
decoder model fine-tuned to perform the corrections. They also created a man-
ually annotated Gold Standard training corpus for model training.

Numerous studies have explored the examination and cleaning of erroneous
Hungarian texts using modern language technology tools. For instance, Domotor

! https://sites.google.com /view /icdar2017-postcorrectionocr
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and Yang (2018) conducted research on Hungarian corpora to identify the preva-
lence of non-standard errors, focusing primarily on spoken language and personal
subcorpora. Their findings highlighted that the most frequent errors include the
omission of punctuation, diacritics, and capitalization. This observation aligns
with the fact that Hungarian researchers have undertaken separate studies to
address each of these issues. Concerning language correctness, the HuLLU bench-
mark kit includes the Hungarian Corpus of Linguistic Acceptability (HuCOLA)
(Ligeti-Nagy et al., 2024), which specifically assesses the grammatical accuracy
of Hungarian sentences.

In Hungarian punctuation research, Tiindik et al. (2018) addressed punctu-
ation correction using RNN networks, while Yang (2021) approached it with a
transformer-based machine translation method.

Diacritic restoration in Hungarian has also been a longstanding area of re-
search. Németh et al. (2000) presented a text-to-speech application that handled
words without accents. Later, Acs and Halmai (2016) developed an n-gram-based
statistical system that restores diacritics without relying on language-specific
dictionaries. Several solutions use machine translation techniques to restore ac-
cents: Novak and Siklosi (2015) employed statistical machine translation, while
Laki and Yang (2020a,b) trained neural machine translation models to solve this
problem for Hungarian and other languages.

Despite the progress, most of these models are either not freely accessible
or do not align well with our dataset, necessitating the development of custom
models to meet our specific needs.

3 Corpora

In our task, we needed to clean a variety of different types of documents in a
given library. The Library of the Hungarian Academy of Sciences was established
in 1826 and has been serving the members of the Academy and the broader
Hungarian research community ever since. The digital collections — in the form
of an open access repository — were created in 2008. This repository — named
REAL — has diverse holdings, mirroring the printed collection of the library. Its
collection includes materials from multiple sources, such as manuscripts, books,
and scientific papers, available in formats like printed copies and digital-born
versions. This diversity of input channels has resulted in a rich, mixed collection
— spanning scanned documents, born-digital files, publishers’ PDFs, accepted
manuscripts, as well as various handwritten documents and images. For this
project, we plan to use a modern text corpus comprising about 1 billion words.
The REAL Repository contains over 250,000 documents, approximately half of
which are suitable for our work.

3.1 Training corpora for the cleaning models

For the OCR task, we constructed a custom corpus to train our language model.
To ensure accurate error detection, the corpus includes a balanced mix of erro-
neous and error-free text segment pairs, with a distribution of 66.4% to 33.6%,
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respectively. For this, we used the corresponding error-free electronic versions
of the OCR-processed texts. Table 1 presents the main characteristics of the
training and test corpora. The average Character Error Rate (CER) across the
entire training dataset is 12.35%, and the Word Error Rate (WER) is 11.74%,
measured against the reference data (error-free sentences).

Dataset Segments Tokens|Avg Length
Trainine Set Source|1,374,665|56,551,620 43.05
& P Target -147,029,140 35.80
Source 6,780 124,401 18.35

Test Set | rget | 115,217 16.99

Table 1. Training and test corpora characteristics for the OCR cleaning task

For diacritic restoration, we used the same corpora as Laki and Yang (2020a)
in their research on Hungarian. They chose the online available parallel corpus,
Open Subtitles?, which contains texts written in 62 languages, including Hun-
garian. It consists of movie subtitles with many shorter, informal sentences in
them. Table 2 shows the main characteristics of the training and test corpora.
Diacritic characters make up 6.59% of the total characters, and 35.75% of the
words contain at least one diacritic.

Dataset Segments Tokens|Avg Length
Training Set|28,704,830(177,588,069 6.19
Test Set 3,000 18,635 6.21

Table 2. Training and test corpora characteristics for the diacritic restoration task

For filtering incorrect sentences, we used the HuCOLA corpus from the HuLLU
benchmark collection (Ligeti-Nagy et al., 2024). The corpus contains 9076 sen-
tences labelled for their grammaticality. Here we used the training and the vali-
dation set, with 7276 and 900 sentences, respectively. Table 3 presents the main
characteristics of the training and test corpora, where the distribution of incor-
rect and correct sentences is 21.6% and 78.4%, respectively.

Dataset Segments| Tokens|Avg Length
Training Set 7,276| 50,068 6.88
Test Set 900 6,145 6.75
Table 3. Characteristics of the HuCOLA training and test corpora

2 http://opus.nlpl.eu/OpenSubtitles-v2018.php
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4 Models and Experiments

4.1 huT5 models

Based on related work (Laki et al., 2022; Laki and Yang, 2020a), we identified
the encoder-decoder architecture (Vaswani et al., 2017) as the most effective for
our needs. However, no pretrained encoder-decoder language models specifically
for Hungarian were available. Consequently, we developed a custom model by
adapting the mT5 (Xue et al., 2021) for Hungarian. We followed guidance on
single-language adaptation from a multilingual T5 model®, using methods to
prune redundant embeddings and reduce parameter counts with minimal quality
loss. Additionally, we optimized vocabulary size based on Abdaoui et al. (2020).
This process resulted in two Hungarian-specific mT5 models (huT5) in both base
and large versions, which will be made available on our Huggingface site®.

Once the huT5 models were created, we fine-tuned them for OCR cleaning,
diacritic restoration, and incorrect sentence filtering.

4.2 Text cleaning pipeline

- OCR y Diacritic ' Error -
cleaner restoration detector Cleaned text
Fig. 1: Architecture of text cleaning pipeline

Using our fine-tuned, task-specific models, we can build a text cleaning
pipeline to address our task. Figure 1 shows the architecture of our text cleaning
pipeline. In our task, the primary errors originate from OCR; therefore, our first
module is an OCR cleaner. The second major source of errors is missing or incor-
rect diacritics, so our second module is a diacritic restoration model. After these
two modules complete the cleaning, if errors still remain, we use an erroneous
sentence detector to mark or filter out the incorrect sentences.

In the next section, we will provide a detailed introduction to each of these
modules.

4.3 Modules and models

For the OCR cleaning task, we initially tested the model from Laki et al. (2022),
but it did not perform consistently across all text types in our dataset. Similarly,

3 https: / /towardsdatascience.com/how-to-adapt-a-multilingual-t5-model-for-a-single-
language-b994£3d9c90
4 https://huggingface.co/NYTK

127



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

previous models for diacritic restoration (Laki and Yang, 2020a) were not freely
available, prompting us to train custom models for these tasks.

Therefore, for these tasks, we fine-tuned custom, task-specific models based
on our huTH models. The large models were trained using two NVIDIA A100
GPUs (80GB each), while the base models were trained on four NVIDIA GeForce
GTX 1080 GPUs (11GB each). We utilized the PyTorch Seq2SeqTrainer from
the Transformers library® for fine-tuning. For comparison, we also trained the
original mT5 models on these tasks.

The training hyperparameters for the OCR cleaning models are as follows:
learning rate = 5e-5; global batch size = 256; epoch = 1; sequence length = 256.

The training hyperparameters for the diacritic restoration models are as fol-
lows: learning rate = 5e-5; global batch size = 512; epoch = 1; sequence length
= 256.

For both OCR cleaning and diacritic restoration tasks, we tailored the batch
sizes to the available GPU and used gradient accumulation to achieve the global
batch size. Due to the larger corpus size in diacritic restoration, we selected a
larger global batch size for this task.

The training hyperparameters for the HuCOLA models are as follows: learn-
ing rate = 5e-6; global batch size = 32; epoch = 10; sequence length = 128. In
the HuCOLA task, we trained for 10 epochs to ensure reliable comparisons, se-
lecting the best-performing checkpoint. In the case of the HuCOLA experiment,
we did not use gradient accumulation. For better comparison, the global batch
size was kept the same as in the experiment conducted by Yang et al. (2023).

In the final text cleaning pipeline, the best-performing models constitute the
OCR cleaning, diacritic restoration, and erroneous filtering modules.

To evaluate our huT5 models comprehensively, we also fine-tuned both huT5
and mT5 models on the Hungarian Corpus of Linguistic Acceptability (HuRTE)
and Hungarian version of the Stanford Sentiment Treebank (HuRTE) bench-
marks (Ligeti-Nagy et al., 2024).

5 Results

Our first objective was to evaluate the huTh models. Table 4 provides a compar-
ison between our huT5 and mT5 models. A key result is the significant reduction
in both the number of parameters (base: ~42%; large: ~68%) and model size
(base: ~42%; large: ~67%) following the conversion. For quality evaluation, we
used the HuCOLA, HuSST, and HuRTE benchmarks, along with accuracy as
the evaluation metric. The primary focus here is on the performance difference
between the two model types rather than on outperforming existing Hungarian
models.

The results indicate that in all cases, the huT5 models perform similarly or
better than the mT5 models, despite having fewer parameters.

Consistent with findings from Yang (2022); Yang and Varadi (2021), the
encoder-decoder architecture tends to be more suitable for sequence-to-sequence

5 https://github.com/huggingface/transformers,/tree/main /examples/pytorch
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tasks than for classification. This is reflected in our experiments with Hungarian
benchmarks, where the models showed lower performance on classification tasks.

Model Parameters Size||HuCOLA|HuRTE|HuSST
huT5 base |244 million| 977 MB 80.98| 55.00| 58.37
mT5 base |580 million|2.33 GB 80.98| 52.66| 57.94
huT5 large|820 million|3.28 GB 80.88| 54.00| 58.79
mT5 large | 1.2 billion|4.92 GB 80.88| 53.50| 58.02
Table 4. Comparison of huT5 and mT5 on Hungarian benchmarks

Given that encoder-decoder models generally perform better on text gener-
ation tasks, we expect this model to be well-suited for our OCR cleaning and
diacritic restoration tasks. In these experiments, we compared our models with
Hungarian state-of-the-art (SOTA) models in this field, with benchmark results
available in Laki et al. (2022) and Laki and Yang (2020a). The results can be
seen in Table 5.

For evaluation, we used ROUGE-L See et al. (2017) (where higher scores
indicate better quality 1), Word Error Rate (WER, with lower values indicating
better performance |), and Character Error Rate (CER, with lower values indi-
cating better performance |) Morris et al. (2004) for OCR cleaning. For diacritic
restoration, we assessed model performance using precision and recall metrics.

As you can see, our huT5 large model achieved the best performance in OCR
cleaning, outperforming the SOTA model. In the diacritic restoration task, none
of our models surpassed the SOTA models, but we achieved competitive results
and will publish our models. Notably, our huT5 models, with fewer parame-
ters, outperformed or achieved competitive performance compared to the mT5
models.

Model OCR Cleaning Diacritic Restoration

ROUGE-L t|WER ||CER |||Precision 1| Recall 1
SOTA model 93.44| 17.38| 8.72 99.38 99.28
huT5 base 95.12| 11.10f 7.05 97.64 97.75
mT5 base 95.26| 10.61| 6.57 97.57 97.49
huT5 large 95.66| 10.01| 6.46 97.95 98.18
mT5 large 95.28| 11.56| 9.33 98.61 98.61

Table 5. Comparison of OCR cleaning and diacritic restoration results for huT5 and
mT5 models

The third module is an erroneous sentence detector. After the previous two
modules have corrected the text, any remaining errors can, depending on the
task, be marked or filtered out by an error detector. For this task, the HuCOLA
benchmark is the most suitable. As shown in Table 4, our model achieved only
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about 80% accuracy. In comparison, the models trained by Yang et al. (2023)
performed better, with the HuBERT and PULI models achieving approximately
90% and 91% accuracy, respectively. Consequently, in our final pipeline, we use
the fine-tuned PULI Bert-Large model instead of our fine-tuned huT5 or mT5.

We also performed error analysis on the OCR and diacritic restoration mod-
els, which achieved the best performance.

In Table 6, the error analysis of the diacritic restoration model is presented.
The typical errors are similar to those reported by Laki and Yang (2020a), with
only the ratios differing. In our case, we observed a higher proportion of real
errors.

There are two main categories included in the correct output: equivalent
forms and correct replaceable outputs. The equivalent form (e.g., hova-hova
(where), tied-tiéd (yours)) refers to cases where both forms of the given word
are usable, with no difference in meaning. The replaceable outputs refer to cases
where the given words have different meanings, but both are correct either in
the given context or without additional context. In the case of real errors, ap-
proximately 30% of the errors stem from proper nouns, as the model is unable
to correctly restore names.

Error type Ratio Examples
(reference (ref) - prediction (pred))

Correct output (37.5%

Equivalent form hova - hovd ("where’), tied - tiéd ('yours’)
Replaceable output ref: Fogjdtok meg! (’Catch him/her!’)

pred: Fogjatok meg! ('Catch me!’)

ref: Az InStyle magazinnal. (With InStyle magazine’.)
pred: Az InStyle magazinndl. (At InStyle magazine.’)
Wrong reference ref: Két kijdrat, egy elél (from’), egy hdtul.

pred: Két kijarat, egy elol (’in front’), egy hdtul.

Real errors 62.5%
Proper noun Liurdl - Liurdl, Ramdval - Ramdval
Wrongly replaced még - meg, teli - téli

Table 6. Error analysis of the diacritic restoration model

In Table 7, the error analysis of the OCR cleaning model is presented. No-
tably, 21% of the reported errors are actually false positives, where the reference
text was incorrect, and the model provided the correct output. The remaining
79% of the errors represent real mistakes. These errors can be classified into
three main categories: insertion, deletion, and replacement:

— Insertion: This occurs when the model adds an incorrect character to a word.
Common cases involve the addition of extra punctuation marks or entirely
incorrect letters. Additionally, the model may erroneously insert a space
within a word, leading to segmentation errors. Finally, there are cases where
the model inserts words that did not originally exist in the text.
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— Deletion: In this category, the model removes a character that should have
been retained. Similar to the insertion category, these deletions can involve
punctuation marks, letters, spaces, or entire words. Deletion of spaces often
results in the unintended merging of two words, while the deletion of whole
words leads to a loss of information.

— Replacement: This category encompasses two primary types of errors: the
substitution of an incorrect punctuation mark or letter. A notable subtype
of replacement errors involves the mishandling of diacritic marks, where the
model incorrectly replaces accented characters. Additionally, there are cases
where the model replaces an entire word with a completely unrelated one,
resulting in significant semantic deviations.

This analysis highlights specific patterns of error generation, providing in-
sights for targeted model improvements.

Error type Ratio Examples
(reference (ref) - prediction (pred))

Correct output|21.38% |pcdig - pedig
mander.kinek - mindenkinek
szinhdz- szinhdz

Real errors 78,62%
Insertion 23,83% irva - 7rva: (punctuation mark)

darab - dakrab (letter)

mennybéli - menny béli (space)
németalfoldi - német 376 alfoldi (words)
Deletion 24,44% halastd, - halasté (punctuation mark)
vesszdvel - vesszvel (letter)

mdr most - mdrmost (space)

Hozott Isten! - | | (words)

Replacement 30,35% bort, - bort; (punctuation mark)

eldbb - elébb (letter)

szines - szines (diacritic)

Mi - Ali (word)

Table 7. Error analysis of the OCR cleaning

6 Challenges and limitations

Adapting mT5 to huT5 presented several challenges, particularly in addressing
the unique linguistic features of Hungarian, such as complex morphology and ex-
tensive diacritic use. These characteristics required substantial pre-processing to
enhance model robustness, especially for tasks like diacritic restoration and gram-
matical error detection. Additionally, as Hungarian is relatively low-resource,
the limited availability of high-quality annotated datasets constrained training,
which may affect model performance on domain-specific or informal text corpora.
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Another challenge was the computational demand required for model adap-
tation and fine-tuning. Despite efforts to reduce parameter count, the large huT5H
version remains resource-intensive, potentially limiting its accessibility to groups
without advanced hardware. Additionally, adapting huT5 to specific tasks re-
quired careful tuning to avoid overfitting due to dataset limitations.

Lastly, current evaluation metrics like WER, CER, and ROUGE-L offer a
partial view of improvements in text quality and readability. Developing refined
evaluation metrics tailored to Hungarian text cleaning could help better capture
the model’s impact.

7 Conclusion

In this study, we addressed the essential task of text cleaning for Hungarian
using custom transformer-based models. The results of our OCR cleaning, dia-
critic restoration, and incorrect sentence filtering tasks highlight the effectiveness
and adaptability of our huT5 models, showing both improved performance and
resource efficiency over existing models. By adapting the mT5 model specifi-
cally for Hungarian, we achieved substantial reductions in parameter counts and
model size, with a remarkable 42% reduction for the base model and 68% for
the large model. This optimization not only maintained but also, in many cases,
improved the model’s performance on Hungarian benchmarks, particularly in
sequence-to-sequence tasks.

Our results confirm that the huT5 models are well-suited for a range of text
cleaning tasks. Compared to the original mT5, the huT5 models consistently
achieved better scores on Hungarian OCR cleaning and diacritic restoration,
as shown by lower WER and CER values and higher ROUGE-L scores. Ad-
ditionally, the high precision and recall in diacritic restoration and the solid
performance across all metrics make the huT5 models a strong candidate for
state-of-the-art solutions in Hungarian text cleaning.

This work also provides a valuable, freely accessible alternative for Hungarian-
language tasks, meeting gaps left by existing models. The encoder-decoder ar-
chitecture used in our approach effectively addresses both sequence-to-sequence
and error detection needs, presenting a refined tool for improving data quality
in Hungarian NLP applications.

Future work may extend these results by testing the huT5 models’ adapt-
ability to additional languages or dialects. Nonetheless, this study establishes a
new standard for Hungarian text cleaning, showing that transformer-based ap-
proaches, when tailored to the specific language requirements, can achieve both
high accuracy and efficiency.
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Kozépkori nyelvek feldolgozasa ingyenes és
kereskedelmi generativ nyelvmodellekkel

Peths Gergely!?, Swaroop Krishna?

'Debreceni Egyetem, Egy Egészség Intézet
2Regensburgi Egyetem, Romanisztikai Intézet
3Debreceni Egyetem, Informatikai Kar

Kivonat A kozépkori szovegek szamitogépes feldolgozasa hagyoméanyo-
san szamos nehézségbe litkozik, amelyek féleg két okra vezethetdk vissza.
Az egyik a sziikséges er6forrasok hianya akar szoftvertermékek (morfolo-
giai és szintaktikai elemzdk), akar adatok (elektronikus szotarak, kézzel
annotalt tanitéadatok) tekintetében. A masik a nyelvi sztenderd hidnya,
ami kiterjed mind a szabalyozott és kovetkezetes helyesirds hidnyara,
mind pedig ,egy”’ adott nyelv szdmottevs szinkrén és diakron valtoza-
tossagara. Kutatasunkban azt vizsgaltuk, hogy a napjainkban divatos
»Kkis” és ,kozepes” méretl ingyenes, sajat hardveren futtathaté generativ
nyelvmodellek, amelyeket tobbnyelvii modern nyelvi adatokon tanitot-
tak elg, mennyire alkalmasak torténelmi nyelvek feldolgozasara a nagy
kereskedelmi modellekkel Gsszevetve. Ehhez Albucasis sebészetrdl szolo
tankonyvének arab eredetije, valamint annak latin, 6francia és 6okcitan
nyelvii kézépkori valtozatai alapjan e modellekkel készitett gépi fordita-
sokat értékeltiink ki a md filolégiai igényt angol forditasat referenciaként
hasznalva. Az eredmények segitenek annak megitélésében, hogy kézépko-
ri nyelvek feldolgozasakor milyen generativ nyelvmodellek hasznéalatéval
érdemes probélkozni a szamitasi eréforrasokat és a koltségeket is figye-
lembe véve.

Kulcsszavak: generativ nyelvmodell, LLM, SLM, nyelvtorténet, ala-
csony eréforrasi nyelvek

1. Bevezetés

A torténelmi szovegek feldolgozasaban a megszokott nyelvtechnologiai megolda-
sok alkalmazéasa komoly nehézségekbe iitkozik. A hagyomanyos szotar- és sza-
balyalapt eszkozok fejlesztésének és alkalmazasanak f6 akadalyat a korai nyelval-
lapotok ,szabélyozatlansaga”, a nyelvi sztenderd hidnya jelenti. Ez kiterjed mind
a helyesirasi szabalyok, illetve altalanosan kovetett szokasok hianyara, mind pe-
dig arra, hogy a nyelvet egységesits kulturalis termékek (kényvnyomtatas, koz-
oktatés, sajto stb.) hidnyaban a szinkrén nyelvallapotokon beliil jelentGsen na-
gyobbak voltak a teriileti vagy akir egyéni eltérések, mint az tjkortol kezdve.
A szinkron allapoton beliili valtozatossag mellett a diakron eltérések is szamot-
tevGek, igy még az egyazon nyelvtorténeti korszakban keletkezett frasok nyelvi
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jellemz6i is drasztikus eltéréseket mutathatnak. Mindezen tényezdk kizarjék a
hagyomaéanyos szamitdgépes nyelvfeldolgozasi megoldasok atfogo alkalmazéasat.

A gépi tanulason, ezen beliil kiilénGsen az Gjabb neuralis nyelvmodelleken ala-
puld eszk6zok rendelkeznek olyan jellemzdkkel, amelyek alkalmassé teszik ezeket
az ilyen értelemben ,problémas” szovegek feldolgozasidra. Miikodésiik nagyja-
bol illeszkedd mintak illesztésén nyugszik, igy példaul egy generativ nyelvmodell
olyan folytatést general (azaz kovetkezo tokent, illetve iterativen ilyenek soroza-
tat) egy adott prompthoz (azaz bemenetként kapott tokensorozathoz), amely ha-
sonlit azokhoz a tokensorozatokhoz, amelyek a tanitékorpuszéaban a prompthoz
hasonld, azonban vele rendszerint nem pontosan egyezd tokensorozatok utan ko-
vetkeztek. Ennek kdszonhetSen a neuralis nyelvmodellek jol ellenallnak a feldol-
gozando szovegben megtalalhato zajnak, irasmodbeli (,helyesirasi”), morfologiai,
szohasznalatbeli anomalidknak. Ez a képesség, amely a neurélis nyelvmodelleket
alkalmassa teszi a sztenderdtdl eltéré nyelvvaltozatokban irodott nyelvi termé-
kek, {gy példaul a kozosségi médidban funkcionalisan irastudatlan nyelvhaszna-
lok altal elgallitott szovegek értelmezésére, segitségiikre lehet a régi szévegek
feldolgozéasaban is.

Ugyanakkor a korai torténelmi nyelvallapotokkal kapcsolatban nehézséget je-
lent, hogy egyrészt kevés olyan nyelvmodell all rendelkezésre, amely kifejezetten
ilyen nyelvd szovegeken lett tanitva, masrészt a tanitasra rendelkezésre allo szo-
vegek mennyisége eleve erésen korlatozott még a gazdag nyelvemlékanyaggal ren-
delkez6 nyelvek esetében is. Az dsszes dmagyar szovegemlék (MGTSZ korpusz)
terjedelme példédul minddssze 3 milli6 szévegszo, mig a kozépkori francia kor-
pusz (BFM) mintegy 6 milli6 szovegszot foglal magaban. Ez legalabb 2-3 nagy-
sagrenddel kevesebb egy hasznalhato neurélis nyelvmodell tanitasdhoz sziikséges
adatmennyiségnél. A kozépkori nyelvek feldolgozéasara képes neuralis nyelvmo-
dellek fejlesztése igy a jelenlegi architekttirak és tanitasi elvek (azaz rekurrens
vagy transzformerhalozatok gradiensmodszerrel, maszkolasos tanitassal tanitva)
mellett a kozismert skalazasi szabalyokat figyelembe véve (Kaplan és mtsai, 2020;
lasd még Hoffmann és mtsai, 2024) gyakorlatilag reménytelen.

Tanulmanyunkban azt jarjuk koriil, hogy a dént6en modern nyelvi szovege-
ken tanitott nyelvmodellek alkalmasak-e kdzépkori nyelvek feldolgozéasara. Mas
szoval azt vizsgaljuk, hogy torténelmi szovegek mennyire sikeresen modellezhe-
t&ek eltorzitott, zajos modern nyelvi szovegekként. E célkittizéssel kapcsolatban
felmeriil ugyanakkor az a modszertani kérdés, hogy miként lehet szamszertien
mérni és Osszehasonlitani az egyes modellek hasznalhatosagat, tekintve, hogy
nem allnak rendelkezésre (tudomésunk szerint) ilyen benchmarkok. Ezek hia-
nyaban a tobbnyelvii generativ nyelvmodellek egy jol ismert képességét aknaz-
tuk ki nyelvtudasuk tesztelésére: az adott nyelvbdél angolra fordittattunk veliik.
Bar vizsgalatunk eredményei kozvetleniil csak a modellek forditasi képességérsl
adnak tajékoztatast, a generativ nyelvmodellek univerzalis alkalmazhatésagaval
kapcsolatos tapasztalatok alapjan abbol indulhatunk ki, hogy arra is kovetkeztet-
ni engednek, megfelel6 promptolas vagy finomhangolas mellett adott modell mas
célokra, példaul morfologiai, szintaktikai cimkézésre, bizonyos jelentéskategori-
akba esd szavak (pl. tulajdonnevek) felismerésére stb. hasznalhatova tehets-e.

138



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Vizsgalatunk egy olyan, viszonylag nagy terjedelmi szévegen alapul, amely-
nek arab nyelvi eredetije a 10. szdzad végén iroédott, ennek a 13. szazadban
késziilt el latin nyelvi forditasa, majd feltehet6leg ez utobbi forditas alapjan
két vernakularis forditas ofrancia és 6okcitan nyelvre. Ennek kdszonhet&en egy-
azon szoveg négy kiilonboz6 kozépkori valtozata alapjan késziilt gépi forditasok
mindségét tudjuk Gsszehasonlitani. Igy lehetévé valik, hogy nemcsak a vizsgalt
nyelvmodellek forditasi képességét vessiik Ossze, hanem azt is, hogy kiilonb6z6
kozépkori nyelvek egymashoz képest mennyire sikeresen dolgozhatok fel veliik.

2. Kapcsol6dé irodalom

A nagy generativ nyelvmodelleknek a kozépkori, illetve altalanosabban a torté-
nelmi nyelvek és nyelvallapotok feldolgozasara valo hasznalata feltaratlan teriilet,
nem tudunk atfogo kutatasrol e kérdéskorrel kapcsolatban.

A klasszikus arab nyelv nagy generativ nyelvmodellekkel torténd feldolgoza-
sara nincs példa a szakirodalomban. Az e nyelvvel foglalkozo legijabb szakiro-
dalom csak kisebb, elsgsorban modern arab kdznyelvi anyagra elGtanitott en-
codernyelvmodellek alkalmazasarél szamol be, amelyek tanitasat kiegészitették
korlatozott mennyiségii klasszikus arab szoveggel is (Malhas és Elsayed 2022,
ElKoumy és Sarhan 2024), illetve talalunk példat kifejezetten klasszikus arabra
tanitott BERT-modellre is (Inoue és mtsai, 2021).

Okori nyelvek, tobbek kozott a latin gépi tanulasi eszkozokkel torténd fel-
dolgozasarol kozolt a kozelmultban atfogd attekintést Sommerschield és mtsai
(2023). Generativ nyelvmodellek alkalmazasara nem talalunk példat. Volk és mt-
sai (2024) azt vizsgalja egy igen kis terjedelmii, mindossze 3000 szovegszos teszt-
anyagon, hogy kora tjkori latin és német nyelvi irasok forditasara mennyire
alkalmas a GPT-4 a Google Forditéval és mas gépi fordité eszkdzokkel Ossze-
vetve. Stiissi (2023) és Stiissi és Strobel (2024) alapos, szisztematikus munka,
amely kiilonb6z6 ChatGPT-verziok hasznalhatosagat vizsgalja 16. szézadi latin
szovegek tokenjeinek szofaji cimkézésére.

Torres Aguilar (2022) tdilnyomoérészt modern anyagon tanitott tobbnyelvd
encodermodelleket hasznal kézépkori, t6bbek koz6tt latin és 6francia nyelvi szo-
vegekben tulajdonnevek felismerésére.

Her és Kruschwitz (2024) és Ondrejova és Suppa (2024) azt a kérdést vizsgal-
ja, hogy modern nyelvek alacsony eréforrasu nyelvjarasait (a német nyelv bajor,
illetve a szlovak nyelv Saris dialektusat) mennyire sikeresen képesek feldolgozni
generativ nyelvmodellek.

A jelen tanulmany koézvetlen elézménye két konferencia-el6adés, amelyek ke-
retében ismertettiik eljarasunkat és az ofranciara és dokcitanra vonatkozo, e ta-
nulméanyban is idézett eredményeinket (Pethd és mtsai, 2024b), illetve az arabra
és latinra vonatkozokat (Pethd és mtsai, 2024a).
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3. Anyagok

Vizsgélatunk alapjaul a kozépkori Eurdépaban leginkabb Albucasis néven ismert
10. szézadi andaluziai arab orvos 30 kotetes, Kitdb at-taszrif cimi orvosi enciklo-
cimid kotete szolgalt. Albucasis Sebészete (ahogy a tovabbiakban hivatkozunk
ra) az egyik legfontosabb orvosi tankoényv volt a méasodik évezred els6 évsza-
zadaiban, jelentGsége és hatésa révén szamos masolatban és tobb forditasban
fennmaradt. Vizsgalatunk soran azt elemeztiik, hogy a Sebészet eredetijének és
harom kiilénb6z6 kozépkori eurdpai forditdsanak kiilonb6z6 generativ nyelvmo-
dellekkel késziilt angol nyelvii gépi forditasai mennyire jol kozelitenek az arab mi
kritikai kiadasaban (Spink és Lewis, 1973) kozolt, tudomanyos igénnyel késziilt
angol nyelvi referenciaforditashoz. A Sebészet harom kényvon beliil 200 fejezet-
bol all. A terjedelem szovegszavakban mérve nyelvenként eltérs, we -w szerint:
arab 59873, latin 75582, francia 77120, okcitan 99528, angol 91283. A tokenszam
egy talalomra kivalasztott tokenizald (a Google Gemma 2 9b-é) szerint: arab
126002, latin 145723, francia 122661, okcitan 154918, angol 110222.

Albucasis tankonyve klasszikus arab nyelven irodott. Ez a 9. szdzad soran
nyelvtan- és szotarirok altal kanonizalt, onnantél kezdve az iszlam szent nyel-
veként valtozatlan forméaban fennmaradt nyelv mind szintaxisdban, mind mor-
fologiajaban igen kozel all a 19. szazadban kialakult modern arab kéznyelvhez,
amely Osszarab miiveltségi nyelvként funkcionél napjainkig.

Az arab eredeti mellett a mii 1200 koriil keletkezett latin, 13. szazadi 6fran-
cia és 14. szazadi 6okcitan nyelvii forditasat dolgoztuk fel. Albucasis més teljes
kozépkori forditasa nem ismert. Ugyan a md forditasainak széveghagyomanyat
még nem tarta fel a kutatéas, a szakirodalom (pl. Trotter, 1999, Green, 2011)
feltételezi, hogy mind az 6francia, mind az 6okcitdn valtozat nem kozvetleniil az
arab eredetin, hanem a latin forditason alapul.

A latin forditas tobb mint 20 mésolatban kézépkori kéziratként maig fenn-
maradt (ennek részleteirsl lasd Green, 2011), kritikai kiadasa nem késziilt. Latin
elektronikus szévegként egy 1532-es nyomtatvany alapjan a wiirzburgi egyete-
men Irina Galynina altal készitett XML-dokumentumot hasznaltunk. Az o6fran-
cia forditas kritikai kiadasa Trotter (2005), ezen alapul a francia kdzépkori kor-
pusz (BFM) szamara Alexei Lavrentiev altal készitett XML-valtozat, amelyet
hasznaltunk. Az 6okcitan forditasnak tobb kritikai kiadasa is késziilt, ezek ko-
ziil a legpontosabb a szakma véleménye szerint Elsheikh (1992). Az ez alapjan
P.T. Ricketts altal készitett, majd Dominique Billy altal TEI forméatumra hozott
XML-t hasznaltuk a feldolgozéas soran. Az arab eredeti mar emlitett kritikai ki-
adasa alapjan szintén Wiirzburgban Samer Alsaj és Azzam Hasan altal készitett
XML-valtozattal dolgoztunk.

Amint mar emlitettiik, referenciaforditasként az arab mii kritikai kiadasaban
(Spink és Lewis, 1973) szerepls angol forditast hasznaltuk. E valtozatokon kiviil
tudunk még az arab eredetinek egy 18. szézadi tudomanyos latin, egy 19. szazad
végi modern francia, valamint egy, az 1980-as években késziilt filologiai orosz
forditasarol, azonban ezeket nem hasznaltuk.
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4. Modszer

4.1. Elsfeldolgozas

A négy kozépkori nyelv esetében az emlitett XML-dokumentumokbol indultunk
ki. A referenciaforditasként hasznalt Spink és Lewis-féle angol nyelvii forditdsnak
nem rendelkeztiink digitalizalt valtozataval, ezért ezt magunk készitettiik el: A
kritikai kiadas PDF-valtozatabol a PyMuPDF (https://github.com/pymupdf/
PyMuPDF) szoftver segitségével kinyertiik az angol nyelvii oldalak meglévs OCR-
szovegét, automatikusan eltévolitottuk a labjegyzeteket, oldalszamokat, végiil
részben automatizaltan, részben kézzel olyan XML-szerkezetet alakitottunk ki
a szovegben, amely pontosan tiikrozte az arab valtozatnak megfelels fejezetegy-
ségeket. Ugyanezen fejezetek az okcitan kéziratban (és az XML-ben) cimmel és
fejezetszammal jel6lve voltak, azonban a dokumentum nem volt ezek mentén
XML-elemekre tagolva, igy ezeket hozza kellett adni. A francia XML ugyan mér
tartalmazott fejezetelemeket, ezek szamozéasa és hatarai azonban eltértek a méasik
harom nyelvi valtozat egységes szerkezetétdl, ezért ezeket kézzel hozzéigazitot-
tuk az utébbiakhoz. Végeredményként azonos szerkezetl, azonos moédon tagolt,
fejezetszinten illesztett XML-eket kaptunk.

Az eltfeldolgozas kiovetkezs lépése a mondatokra tagolas volt. A meglévs
XML-dokumentumok mondatelemeket nem tartalmaztak. A bekezdéselemeket
a négy indoeurdpai nyelv esetében az XML-ben szerepl§ kozpontozas alapjan a
SpaCy angol, illetve (a harom maésik nyelvben) t6bbunyelvi modelljével bontot-
tuk automatikusan mondatokra. Az o6francia kritikai kiadasban annyira hosszu,
esetenként oldalnyi egységek voltak mondatvégi ponttal jelolve, hogy itt a SpaCy
tagolasa nem volt elegendd, igy az utdbbival kapott ,mondatokat” tovabb bon-
tottuk a kett&spontok és pontosvesszSk mentén. Az arab kritikai kiadas és XML
nem tartalmazott mondatvégi kdzpontozast, igy ott ugyanez nem volt jarhato.
Kiilonb6z6 megoldasokkal probalkoztunk, tébbek kozott azzal, hogy LLM-ekkel
illessziik a Spink és Lewis-féle, mar mondatokra tagolt forditashoz az arab sz6-
veget, illetve tagoltassuk mondategységekre a bekezdéseket, de végiil kézi fel-
dolgozas mellett dontottiink. Az XML-t arab anyanyelvii munkatarsunk, Esra’
Abdelzaher bontotta a klasszikus arab hagyomany értelmében mondatnak mi-
nésiils egységekre. Amint utolag kideriilt, ez olyan sajatos egységekhez vezetett,
amelyekben a mondat- és tagmondathatérok sok esetben markansan eltértek az
indoeurépai nyelvek megfelel§ mondatainak tagolasatol, igy azokra sokszor nem
illeszkedtek pontosan.

A mondattagolds nyoman az angolban 3486, az arabban 2343, a latinban
4055, a francidban 3621, az okcitanban 3097 mondategységet kaptunk.

4.2. Mondatszinti illesztés

A négy torténelmi széveget mondatszinten automatikusan az angol referencia-
forditashoz illesztettiik fejezetenként haladva. Ehhez a SentAlign alkalmazést
hasznaltuk (Steingrimsson és mtsai, 2023). Mivel nem lehettiink biztosak abban,
hogy a SentAlign altal hasznalt t6bbnyelvii mondatbedgyazas-modell elég jol tud
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a négy torténelmi nyelven ahhoz, hogy sikeresen illeszteni tudja a szovegeket,
el6bb a torténelmi szovegeket egy tetszGleges nagy kereskedelmi nyelvmodellel
(torténetesen kényelmi okokbdl arab: Gemini Pro; latin, okcitan: GPT-4o; fran-
cia: Claude Sonnet) szigorian mondategységenként lefordittattuk angolra, majd
az igy kapott, el6zetes ellendrzésiink alapjan altalunk j6 minGségtinek itélt gépi
forditést illesztettiik a szintén angol referencidhoz. A SentAlign futdsa mintegy
3 percet vett igénybe nyelvparonként. Ugyan kivalo mingségt illesztéseket ho-
zott 1étre, mindemellett minden nyelvpar esetében illesztetleniil hagyott olyan
mondatokat, amelyek ténylegesen valamelyik oldalon 3-nal vagy 4-nél tobb mon-
dategységet tartalmazo 1:n vagy m:n biszegmenst alkottak. Ezért minden nyelv-
par esetében az illesztéshez hasznalt angol gépi forditast és a referenciaforditast
Osszevetve ellendriztiik az Osszes illesztetlen mondategységet, és sziikség esetén
kézzel javitottuk az illesztést.

Az illesztés nyomén az arab-angol parra 2173, a latinra 2881, a franciara
2517, az okcitanra 2806 biszegmenst kaptunk.

4.3. A gépi forditashoz hasznalt modellek

A 1. tablazatban felsorolt modelleket értékeltik ki.

Modell neve Parameéterek szama (mrd.) |Ingyenes?
Aya 23 8 és 35 +
Aya Expanse 8 +
Claude 3.5 Sonnet ismeretlen -
Command R 35 +
Gemini 1.5 Flash 8b, Flash, Pro |8, illetve ismeretlen -
Gemma, 9 -+
Gemma, 2 9 és 27 +
Granite 3 Dense 2és 8 +
GPT-40 (ChatGPT) ismeretlen -
Llama 3 8 és 70 +
Llama 3.1 8 +
Llama 3.2 3 +
Mistral 7 +
Mistral-Nemo 12 +
Mistral-Small 22 +
Mixtral 8x 7 +
Nemotron-Mini 4 +
Phi-3 3,8 és 14 +
Phi-3.5 3,8 +
Qwen2 7 +
Qwen2.5 7,14 és 32 +

1. tablazat. Kiértékelt modellek
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Mindharom fontos kereskedelmi modell nagy véltozata (Claude 3.5 Sonnet,
Gemini 1.5 Pro, ChatGPT GPT-40) mellett szamos kiilonb6z6 méretti modellt
vizsgaltunk, amelyek az Ollama alkalmazassal (https://ollama.com/) konnyedén
telepithetdek és futtathatoak GPU-val (grafikus processzorral) felszerelt személyi
szamitogépeken. Az altalunk tesztelt modellek mai mércével mérve tobbnyire a
kis-kdzepes méretkategoridba tartoznak, a legkisebbek (2-4 milliard paraméter)
pedig kifejezetten an. kis nyelvmodellnek (SLM) mindsiilnek.

A ChatGPT és a Claude esetében a forrasnyelvi szovegrészeket az ingyenes,
bongészében elérhets feliileten adtuk &t a modelleknek, azokat kézzel a cseve-
gémezébe mésolva, majd a generalt forditast a bongészébsl egy szoveges do-
kumentumba maésoltuk. A Geminit a Google API-n keresztiil, ingyenes Google
Cloud kreditekkel fizetve hasznaltunk. Minden mas modellt az Ollama alkalma-
zassal futtattunk részben lokalis asztali szamitégépeken, részben a HUN-REN
felh6ben rendelkezésiinkre allo két V100 GPU-s virtudlis gépen.

A 70 milliard paraméteres Llama 3 kivételével minden ingyenes modellt az
Ollama modellkényvtarban alapértelmezett 4 bites kvantalt valtozatban (Q4_0)
hasznaltuk, ezen beliil az utasitaskovetésre hangolt (instruct) valtozatban. Né-
hany taladlomra kivalasztott modell esetében kiértékeltiik probaképpen a 8 bites
kvantalt és a teljes 16 bites lebegbpontos (fp16) valtozatot is, de miutdn sem-
milyen eltérést nem tapasztaltunk a forditasok mindségében a 4 bites kvantalt
modellekhez képest, az utobbiakkal vittiikk végig a vizsgéalatot.

A kiértékelt modellek kivalasztésa tekintetében donté szempontnak tekintet-
tiik, hogy ezek futtatdsdhoz ne legyen sziikség szuperszamitogépes kornyezetre,
hanem egy viszonylag olcso, néhany szaz eurds kereskedelmi grafikus kartyan
is miikodjenek. Ezek korében tipikus RAM-felszereltségek a kévetkez6 modellek
paraméterszami modellek, 12 GB GPU-memoriaval a 14 milliardig terjeddek, 24
GB-tal (két darab 12 GB-os grafikus kartyaval felszerelt PC-n) a 32 milliardig
terjedGek futtathatoak. A 70 millidrd paraméteres Llama 3 modell csak legfeljebb
2 bites kvantalt valtozatban fut az altalunk vizsgalt legnagyobb grafikus memo-
riaval (32 GB) rendelkezé konfiguracion, igy azt teszteltiik. (Szamunkra tokéle-
tesen lényegtelen, hogy e modell 4 bites kvantalt valtozata milyen teljesitményt
nyujtott volna, ugyanis annak hasznalatahoz b§ 40 GB GPU-memoériara lenne
sziikség, ami lokélis hardveren gyakorlatilag elérhetetlen.) Az ennél nagyobb mo-
dellek, pl. a 72b-s Qwen2 legkisebb kvantalt valtozata sem futott 32 GB-on, igy
a 70b-nél nagyobb modelleket egyaltalan nem vizsgaltuk. Ugyan az Ollama ugy
is képes futtatni nyelvmodelleket, hogy a modell nem fér el teljes mértékben a
GPU-RAM-ban, és ilyen esetekben részben CPU-n, részben GPU-n futtatja a
modellt, annak ateresztéképessége olyan drasztikusan csokken, hogy praktiku-
san nem hasznalhatéak. Albucasis Sebészet-ének egy teljes forditasa 100%-ban
GPU-n modelltsl és hardvertsl fliggéen tipikusan 1-4 6rat vesz igénybe.

A modellek kiértékelésére altalanosan hasznalt sztenderd szemantikai, ma-
tematikai stb. benchmarkokon (pl. MMLU, Hendrycks és mtsai, 2021a; GPQA,
Rein és mtsai, 2023; HellaSwag, Zellers és mtsai, 2019; Winogrande, Sakaguchi
és mtsai, 2021; MATH, Hendrycks és mtsai, 2021b stb. stb.) az az altalanos ta-
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pasztalat és gyakorlat (v6. pl. Zhao és mtsai, 2024, Yang és mtsai, 2024), hogy
a hasonl6 méretd modellek egymassal tudnak versenyezni, és a joval nagyobb
modellek (pl. 14 milliard szemben a 8 paraméterrel) mért teljesitménye vilago-
san feliilmulja a kisebbekét. El6zetesen azt vartuk, hogy ez a kozépkori nyelvek
feldolgozésara is érvényes lesz.

Az ingyenesen hasznalhaté modellek egy részét kifejezetten tobbnyelviiként
hirdetik a készitsik, ilyen az Aya (23 nyelv), a Qwen 2 (29), a Qwen 2.5 (konkrét
szam nélkiil, tobbek kozott arab és francia), a Llama 3 csalad (30), a Mixtral
(5, tobbek kozott francia, olasz, spanyol), a Command R (,t6bb mint 107). A
tobbi modell feltehetbleg erdteljesen angol kézpontu tanitéanyagon alapul. Fel-
tételeztiik, hogy a dedikaltan tobbnyelvii modellek jelentésen jobban teljesitenek
a tobbihez képest.

Amint latni fogjuk, az emlitett elSzetes varakozasok egyikét sem igazoltak
végiil a mérések.

4.4. Promptolas

Mind a négy nyelvhez egy-egy angol nyelvii kezd6 promptban Gsszefoglaltuk a
feladatot: Albucasis kozépkori sebészeti tankonyvének, illetve latin stb. nyelvi
forditasanak mondatait kell leforditani angolra. A modellnek a megadott sz6-
veg forditasaval kell valaszolnia, semmi mast ne flizzon hozza. Az ofrancia és
ookcitan forditas kezdd promptja ezenkiviil egy 4-shot példat is tartalmazott,
tehat négy-négy ofrancia, illetve dokcitdn mondatot, valamint mindegyik mon-
dat utan annak egy tetszéleges kereskedelmi LLM-mel (torténetesen a GPT-4o-
val) készitett jo mindségi angol forditasat. A kezdd promptot kovetSen a fordi-
tand6 mondategységeket egyenként adtuk at az Ollama Python-konyvtaraval a
nyelvmodellnek, valaszként egysoros forditast vartunk. Ha nem egyetlen sorral
valaszolt, a kontextust Gjra adtadtuk legfeljebb harom alkalommal, majd ha még
ezutan sem kaptunk egysoros vélaszt, a kapott vélasz els§ sorat tekintettiik a
modell altal adott forditasnak. Ilyen esetekben, valamint akkor, ha a csevegés
elé6zményei (tehat a felhasznalo és a modell hozzaszolasai” paronként egymaés
utén) hossztisaga meghaladta az 1000 tokent az adott nyelvmodell tokenizalo-
ja szerint, lenullaztuk a kontextust, és 4jbol a kezdd prompttal, majd a soron
kovetkez6 forditando mondattal inditottuk a beszélgetést.

A Gemini modellek promptolasa ett6l az Ollamaétol eltéré API miatt kii-
16nbozott, ott az instrukcidkat rendszerpromptként adtuk at, kontextusként ezt
kovette a megel6z6 6t felhasznalo—modell hozzajarulaspar, majd ezt zarta a ko-
vetkezd forditandé mondat.

A ChatGPT-nek és a Claude-nak egy a fentiekhez hasonl6 bevezets instrukeio
utan kb. 3000-4000 karakternyi részt adtunk at egyszerre, ami tipikusan egy-egy
fejezetnek felelt meg. Soronkénti forditast kértiink, utolag a kimenet sorainak
szamét ellendriztiik, és ha nem egyezett a bemenetével, Gjra dtadtuk ugyanazokat
a sorokat forditasra. A ChatGPT esetében két, a Claude esetében minden egyes
ilyen szakasz forditasa utan Gj chatet kezdtiink. A ChatGPT és Claude esetében
eltekintettiink az API hasznalatatol, mert ez pénzbe keriilt volna, és a Google-lel
ellentétben ezek a cégek nem adtak hasznalhaté mennyiségii ingyen kreditet.
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4.5. Kiértékelés

A harom nagy kereskedelmi nyelvmodellel minden kozépkori szoveg (arab, la-
tin, ofrancia, 6okcitan) minden mondatéhoz egy-egy angol forditast generaltunk,
majd az illesztett biszegmensek mindségét Osszesitve értékeltiik ki.

Az 6okcitanhoz minden egyéb modellel 10-10 gépi forditast generaltunk a
teljes szovegre, majd minden ilyen forditast kiilon-kiilon kiértékeltiik, hogy meg-
allapitsuk, mekkora szoras tapasztalhato az eredményekben. Azt talaltuk, hogy
modellenként a 10 forditas kozott nem volt tapasztalhaté érdemi eltérés, pl. a
BLEU-értékek kozott mindossze 0,2-0,3 pontnyi kiilonbség jelentkezett, mig a
kiilonb6z6 modellek forditasai kozott szignifikins és nagy meértéki eltéréseket
talaltunk. Kovetkezésképpen nem lett volna haszna a tovabbi nyelvekhez is 10-
10 forditast generalnunk, ezért azokbol csak 3-3 teljes forditas késziilt.

A modellek altal elallitott kimenetek utofeldolgozasira szandékosan nem
tettliink kisérletet sem. Megfigyeltiink ugyan példaul olyan anomalidkat, hogy
egyes modellek kéretleniil emojikat, diszité elemeket, szogletes zardjelbe tett
kommentarokat és hasonlokat tettek a valaszukba, és ezek egy részét konnyedén
eltavolithattuk volna. Ettdl eltekintettliink annak érdekében, hogy az értékelés
soran kapott pontszamok azt is tiikrozzék, ha egy modell rendszeresen oda nem
tartozo szemetet tett a forditasba. A kapott pontszdmok igy nemcsak a modell
forditasi képességét, hanem egyszersmind utasitaskdvetését is jellemzik.

A gépi forditasok és a referenciaforditas mondategységei alkotta biszegmense-
ket szamos kiilénb6zé forditdasmingség-metrika alapjan értékeltiik. A SacreBLEU
(Post, 2018) szoftverrel BLEU pontszédmot, emellett egyéb szoftverekkel a fordi-
tasok NIST (Doddington, 2002), METEOR (Banerjee és Lavie, 2005), ROUGE
(Lin, 2004), valamint BLEURT (Sellam és mtsai, 2020, Pu és mtsai, 2021) és
BERTScore (Zhang és mtsai, 2020) pontszaméat szamoltattuk ki. A két utobbi
BERT (illetve tagabban encodermodell) alapt, a szemantikai egyezést szamsze-
risiteni probalé mérdszam, mig a tobbi széunigramoknak és -bigramoknak a gépi
forditas (hipotézis) és a referencia kozotti egyezését, valamint relativ elhelyezke-
dését méri. A nagyszami metrika mellett azért dontéttiink, mert latni akartuk,
hogy azonos médon rangsoroljak-e a kiilénb6z6 modellek kimenetét.

A vizsgalatunkhoz felhasznalt valamennyi anyagot és szoftvert nyilvanos re-
pozitériumban tettiik elérhetévé: https://gitlab.hadw-bw.de/gpetho/albuc_
translate. Ez az anyag a jovGben j modellek kiadasa utan kénnyedén felhasz-
nalhato6 lesz azoknak az altalunk vizsgalt négy kozépkori nyelven torténd benc-
hmarkolaséra.

5. Eredmények

A kiértékelések eredményét az 1. abra 6sszegzi. Minden kék vonal atlagosan 20-30
ora, minden mas szini vonal kb. 5-10 6ra GPU-id6 aran eléallitott gépi forditast
jellemez. A harom &ltalunk kiszamitott ROUGE pontszam koziil csak a bigra-
mok egyezését mér§d ROUGE-2-ét kozoljik, mivel a ROUGE-1 és a ROUGE-L
diagramjai egymassal majdnem pontosan egyeztek, valamint a modellek kozotti
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kiilonbségek ezeken kevésbé egyértelmiien rajzolodtak ki. A kiilonb6z6 metrikak-
kal kapott szamokbdl egyezd tendenciak olvashatoak le.

A 4 milliard paraméterig terjedd tipikus SLM-ek koziil a Granite3 és a Lla-
ma 3.2 latvanyosan felilmulja a naluk joval nagyobb Nemotron-Mini és Phi-3
modelleket, de ezzel egyiitt is gyengék a kis-kézepes modellekhez mérten.

A 7-9 millidard paraméter k6zotti modellek teszik ki a teljes mezény kb. fe-
lét. Itt négy olyan part is talalunk, amelyeket egy modell és frissitett valtozata
alkotnak. Mig a Llama 3 és a Llama 3.1, illetve az Aya és az Aya Expanse telje-
sitménye kozott minimélis eltérést tapasztalunk, a Gemma 2 a Gemmaval, illetve
a Qwen2.5 a Qwen2-vel szemben drasztikusan jobb lett mind a négy nyelvben,
pedig ezek kiadésa k6zott mindossze 3-4 honap telt el. Feltiing a Gemini 1.5
Flash-8b teljesitménye, amely ugyan a Google altal a Gemma modellek elne-
vezésében kovetett gyakorlattal 6sszhangban val6jaban szinte biztosan nem 8,
hanem 9 millidrd paramétert tartalmaz, de ezzel egyiitt is nemcsak a sajat mé-
retkategoridjabol emelkedik ki latvanyosan, hanem a kétszer, haromszor ekkora
ingyenes modelleket is feliilmulja a nyelvek tobbségében.

A 10 milliard paraméter feletti kategoriaban a legfeltiin6bb a hatalmas Lla-
ma 3 70b-nek még a tizedakkora modellekkel képest is igen gyenge szereplése.
Az egyetlen vizsgalt mixture-of-experts modell, a Mixtral 8x7b teljesitménye is
kiabrandit6. A nagy Phi-3 modell — SLM testvéreihez hasonloan — gyakorlati-
lag hasznalhatatlan, a kis-kozepes méreti modellekhez képest is joval gyengébb
teljesitményt nyujtott. A 12 GB-os GPU-n kényelmesen futo, hasonld6 méreti
Mistral-Nemo és Qwen2.5 14b nagyjabol fej fej mellett, viszonylag jol teljesit,
béar utobbi kovetkezetesen minimaélisan jobb az el6bbinél, kivéve az arab feldol-
gozasaban, ahol jelent&sen jobb. A 20 és 40 milliard paraméter kézotti modellek
altalaban minimalisan jobb eredményeket adtak az el6bbiekhez képest.

A harom nagy kereskedelmi nyelvmodell &sszességében hasonlo teljesitményt
nyuajtott. Az arab és az 6francia forditasaban a Gemini, a latinban és az 6okcitan-
ban a GPT-4o teljesitett legjobban. A két magas eréforrastu nyelv tekintetében
a legjobb ingyenes modellek pontszamai megkozelitik, esetenként (vo. GPT-4o
arab) feliil is maljak a kereskedelmi LLM-ek eredményeit. Ugyanakkor az adott
nyelvben legsikeresebb LLM latvanyosan pontosabban forditott, mint a legsike-
resebb ingyenes modell (arab: Qwen2.5 32b és Gemini 1.5; latin: Mistral-Small
és GPT-40). Az alacsony erdforrasi nyelvek tekintetében minden kereskedelmi
modell messze felillmulta a legsikeresebb ingyenes modellt (Qwen2.5 32b).

Fontos hangsulyozni, hogy a referenciaforditas az arab eredeti alapjan késziilt,
igy torvényszerten azt tiikkrozi a legpontosabban. A latin forditas viszonylag pon-
tos, bar a fordito egyes arab kifejezéseket, amelyeknek nem volt kézenfekvs latin
megfelelGje, esetleg amelyeket nem értett, meghagyott latin bettikre atirt arab
szavakként (vo. Trotter, 1999, 360-361), valamint azonosithatoak kihagyasok és
félreértések is (i.m. 364). Az 6okcitan és az ofrancia ezeket a rontasokat atvette,
azonban ettdl eltekintve az 6okcitan szoveg joval pontosabban megfeleltethetd
az arab eredetinek, mint az 6francia. Az utébbi forditéja feltinGen sok helyen
pontatlanul dolgozott, sok részt kihagyott, leegyszertsitett. Mindebbdl kévetke-
zik, hogy idealis forditasminGség mellett az arab alapjan késziilt forditasnak kell
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legkdzelebb allnia a referencidhoz, ezt kell kovetnie a latinnak, az 6okcitannak,
majd jelentésen lemaradva az 6francidnak. Az elméletileg lehetséges optimaélis
forditasok kozotti viszonyt legpontosabban a Gemini BLEU eredményei tiikro-
zik, illetve a sikeresebb modellek ROUGE értékei.

Az eredmények ugyanakkor semmit nem arulnak el arr6l, hogy a gépi fordi-
tasok abszolit értelemben mennyire jok, igy példaul egy 15-6s BLEU-t mutato
latinbol késziilt forditas mennyire pontos és érthetd. Ugyan szisztematikus kva-
litativ elemzést nem végeztiink, szardprobaszerten nyelvenként 100-200 biszeg-
menst ellendriztiink, és azt talaltuk, hogy a kereskedelmi LLM-ek forditasmi-
nésége minden kozépkori nyelvre jol hasznalhato, nem marad el jelentGsen egy
emberi forditotol elvarhaté mingségtél. A 10 alatti BLEU-t mutatéd forditasok
ellenben Gsszességében hasznalhatatlanok voltak.

6. (")sszegzés

Eredményeink azt mutatjak, hogy kézépkori latin és arab nyelvi szévegek sza-
mitogépes nyelvészeti feldolgozasaban jol hasznalhatoak a megfizetheté GPU-val
felszerelt asztali szamitogépen is futtathatoé kézepes méretd nyelvmodellek, igy
ezek feltehetSleg jol finomhangolhatoak lennének példaul cimkézési feladatok-
ra. Ugyanakkor tekintettel arra, hogy a Google &ltal adott 300 dollar ingyen
kreditbdl a torténelmi korpuszokhoz képest igen nagy mennyiségl kimenet ge-
neralhaté a Gemini 1.5 Flash modellel, ennek hasznélata észszerd alternativaja
lehet az ingyenes modelleknek nyelvtorténeti NLP-alkalmazésok fejlesztésekor.

Az alacsony erdforrasu kozépkori nyelvek feldolgozésa terén ugyanakkor az
ingyenes modellek nem tudnak versenyezni a kereskedelmi LLM-ekkel. A 10 mil-
lidrd paraméternél kisebb modellek egyértelmiien nem alkalmasak ezek értelme-
zésére. Az ugyanakkor nem deriil ki egyértelmtien az értékekbdl, hogy az ezeknél
vilagosan jobban fordité kozepes méretd Qwen2.5 és Mistral modellek megfeleld
finomhangolassal alkalmassé tehet6k-e példaul 6okcitan szévegek j6 minGségi
szofaji cimkézésére, amire elézetes kisérleteink alapjan a GPT-4o zero-shot ala-
pon, finomhangolas nélkiil is képes.

Koszonetnyilvanitas

Koszonjiik Esra’ Abdelzaher intenziv kdzremiikodését az arab szovegvaltozat els-
feldolgozéasaban, ezen beliil kiiléndsen az arab XML altalunk hasznalt médositott
verzidjanak kialakitasdban. Christina Hodeib szintén hasznos megjegyzésekkel
segitette az arab valtozat feldolgozasat.

Halasak vagyunk a Nyelvtudoményi Kutatokézpont Lexikai Tudasreprezen-
tacio Kutatocsoportjanak, hogy dijmentesen engedélyezte szdmunkra a rendel-
kezésére allo GPU-s szamitasi kapacitas hasznalatat e kutatas keretében.

A Lexikai tuddsreprezentdcid és a Harmadik generdcids szekvendldsi adatok
bioinformatikai elemzése projektek nevében koszonetet mondunk a HUN-REN
Cloud (lasd: Héder és mtsai, 2022; https://science-cloud.hu/) hasznalataért, ami
hozzajarult a publikilt eredmények eléréséhez.
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PULI LlumiX modell
Egy folytatdlagosan elStanitott nagy nyelvi modell

Yang Zijian Gy6z6!, Dodé Rékal, Ferenczi Gergs!, Hatvani Péter!:2, Héja
Eniks!, Lengyel Mariann®, Ligeti-Nagy Noémi!, Madarasz Gabor!, Sarossy
Bence!, Varga Kristof!, Varga Tamés?, Varadi Tamas!

'HUN-REN Nyelvtudomanyi Kutatékézpont
vezetéknév.(kozépsénév). keresztnév@nytud.hun-ren.hu
2Pazmany Péter Katolikus Egyetem, Bolcsészet- és Tarsadalomtudomanyi Kar,
Nyelvtudomanyi Doktori Iskola
3Pazmany Péter Katolikus Egyetem, Bolcsészet- és Tarsadalomtudomanyi Kar
tamasvarga76@gmail.com

Kivonat Az utébbi hénapokban a nagyméretti nyelvi modellek fejlesz-
tése felgyorsult, ahogy egyre tobb technologiai vallalat torekszik kiilon-
b6z6 nyelvi feldolgozasi feladatok megoldéaséara alkalmas modellek létre-
hozaséara. Ebben a cikkben bemutatunk egy magyar nyelvre optimalizalt,
Llama-2 alapt modellt, amely folytatolagos elGtanitast és utasitaskovets
finomhangolast alkalmaz a magyar nyelvi sajatossagok figyelembevéte-
lével. A modell finomhangoléasahoz egy 66 000 angol és 15 000 magyar
promptot tartalmazé adatbazist hasznaltunk, igy a modell képes lett
magyar nyelvii utasitasok pontos kovetésére is. Az igy létrejott modell
kiilénb6z6 hazai benchmarkokon — koztiik a HuCOLA, HuSST és HuRTE
teszteken — kimagaslé teljesitményt nyuajtott, azero shot tesztek sorén a
HuCOLA teszten 66,98%-0s, a HuSST teszten 70,06%-o0s, mig a HuRTE
teszten 74,54%-0s pontossagot ért el, ami feliilmulja a korabbi modelle-
ket.

A kvantitativ eredmények mellett kvalitativ elemzéseket is végeztiink a
modell teljesitményének mélyebb megértése érdekében. A modell magas
szint kontextuskezels képességét példaul egy hosszii szévegkornyezetben
végzett keresési feladattal értékeltiik, mig a stilusérzékenységét kiillonbo-
z6 nyelvi regiszterekben tett probakkal vizsgaltuk. Eredményeink alata-
masztjak, hogy a transzfertanulas révén a modell jelentds tudast képes
4tvenni més nyelvekbdl is, javitva a magyar nyelvi teljesitményét.
Kulesszavak: PULI modellek, nagy nyelvi modell, utasitaskéveté mo-
dell, Llama-2, el6tanitas, folytatélagos el6tanitas, finomhangolés

1. Bevezetés

Az elmult honapokban a nagyméreti nyelvi modellek rendkiviil nagy figyelmet
kaptak. Mingségiik naprol napra fejlédik és egyre t6bb helyen elkezdték Gket in-
tegralni a munkafolyamatokba. A nagyvallalatok meglattéak a benniik rejls lehe-
téséget és kialakult egy verseny a nagy nyelvmodellek tanitasaban. Céljuk, hogy
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olyan alapmodelleket hozzanak létre, amelyek j6 alapot adhatnak egy ChatGPT-
hez hasonlo alkalmazas létrehozaséara. A versenyben komoly konkurensek létez-
nek (Google, Microsoft, Mistral AI', AI-PRO?), de az egyik kiemelkeds vallalat
a Meta?, amely a Llama modelljeit szabad felhasznalasu licenccel publikalja. Ez
lehet&séget biztosit egy ujfajta modelltanitasi iranyhoz, hogy egy jol elGtanitott
nyelvmodellt adaptéaljunk egy doménspecifikus tudésra, vagy egy maéasik nyelv-
re. Az igy folytatolagosan elGtanitott nyelvmodellek képesek a korabbi tudasukat
transzferalni az 0j nyelvre és az igy késziilt 4j modell az Gj nyelv elsajatitasa mel-
lett képes megdrizni a korabbi feladatmegoldo képességeit is. Ezzel a modszerrel
az 1j nyelven akar kevesebb adattal is tanithaté egy olyan modell, amelynek jobb
a min@sége, mint a tobb adaton, de nullarél tanitott modelleknek.

Magyar nyelvre vonatkozoan eddig csak nullarél betanitott nagymeérett nyel-
vi modellek &llnak rendelkezésre. Ezek kozé tartoznak a PULI modell csalad
tagjai, mint példaul az egynyelvd, 6,7 milliosrd paraméteres PULI 3SX (Yang
és mtsai, 2023a), valamint a haromnyelvi (magyar-angol-kinai) 7,7 milliard pa-
raméteres PULI Trio (Yang és mtsai, 2023b). Tovabba elérhet6 még az angol-
magyar kétnyelvt, 6,7 milliard paraméteres HILANCO-GPTX modell is?.

Kutatasunkban egy 7 millidrdos Llama 2 modellt tanftottunk tovabb ma-
gyar nyelvre, majd finomhangoltuk utasitdskovetésre. Az igy elkésziilt modell
szignifikansan feliilmilta az eddigi PULI modelleket.

Jelenlegi utasitaskovetd modelliink tesztelheté a demodoldalunkon®. A foly-
tatolagosan elGtanitott nagyméretd nyelvi modelliink elérheté a Hugging Face
oldalunkon®.

2. Kapcsol6dé irodalom

A generativ nagy nyelvi modellek el6tti nyelvmodellekkel — mint BERT, Ro-
BERTa — is voltak mar folytatolagos elGtanasi kisérletek. Azokat utétanitasnak
hivtak (post-training), és nagyrészt doménadaptélasi céllal késziiltek (Xu és mt-
sai, 2019; Ke és mtsai, 2022, 2023).

Az utobbi hénapokban a folytatolagos elGtanitas Gj értelmet nyert az olyan
modelleknek készonhetden, mint a Llama modellek (Touvron és mtsai, 2023a,b),
amelyek magas mindgséget képviselnek és a megengedd licenciiknek készénhetSen
rendkiviil elterjedtek mind a kutatok, mind a vallalatok kérében. Ezek a modellek
annyira magas mindgségtiek, hogy konnyen lehet bel6litk akar finomhangolassal,
akar tovabbi elGtanitassal nagyon jo mindségi célalkalmazésokat tanitani.

A mi modelliink megjelenésének egyidében jelentek meg a SambaNova Sys-
tems’ &ltal tanitott SambaLingo modellek (Csaki és mtsai, 2024). Gyakorlatilag

! https://mistral.ai

2 https://ai-pro.org

3 https://about.meta.com

* https://hilanco.github.io

5 https://puli.nytud.hu

5 https://huggingface.co/NYTK
" https:/ /sambanova.ai

154



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

ugyanugy folytatolagos elGtanitassal tovabb tanitottak a Llama 2 modelleket mas
nyelvekre, koztitk magyar nyelvre is. Ok két mérettel is kisérleteztek, a 7 és a
70 millidrd paraméteres modellekkel. A magyar nyelvii kutatasukban t6bb mint
60 millidrd magyar szavas korpusszal tanitottak tovabb és az angol-koézpontisag
problémaéajara reflektalva a szotar 10%-at lecserélték olyan tokenekre, amelyek
magyar szoelemeket is tartalmaznak. Tovabba az effektiv tanulds érdekében a
tanitdadat 75%-a magyar és 25%-a angol (Csaki és mtsai, 2023).

Alves és mtsai (2024) folytatolagos elGtanitassal hoztak létre jobb mingségd
gépi fordito alapmodellt. Kutatasukban egy Llama 2 modellt tovabb elétanitot-
tak egynyelvid és parhuzamos korpuszon, majd azutan végeztek utasitdskovets
finomhangolast gépi forditasra.

3. Korpusz

Kutatasunk soran a Together Al altal készitett LLaMA-2-7B-32K® modellt tani-
tottuk tovabb magyar nyelvre. Ehhez a feladathoz a PULI Trio modell tanitasa-
hoz hasznalt korpusz (Yang és mtsai, 2023b) hosszi dokumentumait hasznaltuk
fel. Csak azokat a dokumentumokat tartottuk meg, amelyek meghaladjak az 5000
szot. A korpusz f6bb jellemzsi az 1. tablazatban talalhatok.

Dokumentum Szo6|Atlagos dokumentum hossza

atlag / median (szod)

PULI hossza 763,704|7,902,519,115 10 823,38 / 7 149
Long Context QA 88,957(1,009,562,704 11 348.88 / 11 274
BookSum 9,600 42,339,698 4,410.39 / 3 265.5

1. tablazat. Az elStanitasra hasznalt korpuszok t6bb tulajdonsagai

A tanitas soran, hogy a modell ne felejtse el az angol tudasat, beépitettiik
az eredeti finomhangolasi korpuszokat?, amelyeket a Together AI hasznalt a
LLaMA-2-7B-32K modell betanitasahoz:

— Long Context QA: Natural Questions korpuszbol (Kwiatkowski és mtsai,
2019) szarmazd tobb szovegrészbdl (Multi-passage QA) &llo kérdés-valasz
alkorpusz.

— BookSum (Kryscinski és mtsai, 2022): Konyvisszefoglalo korpusz, amelyben
hosszu szovegek és ahhoz tartozod szovegosszefoglalok talalhatoak.

Az 1. tablazatban lathatok a korpuszok statisztikai.

Az utasitaskovets finomhangolashoz ugyanazt a korpuszt hasznaltuk, mint
Yang és mtsai (2024a) a kutatasukban, annyi modositassal, hogy nem kevertiink
bele kinai promptokat. A korpusz az alabbi f6bb tulajdonsagokkal rendelkezik:

8 https://huggingface.co/togethercomputer /LLaMA-2-7B-32K
9 https://huggingface.co/datasets,/togethercomputer/Long-Data-Collections
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— 15 064 magyar prompt: Vegyesen benne van a magyar nyelvre forditott Stan-
ford Alpaca (Yang és mtsai, 2024b), szintetikusan elgallitott promptok, Hu-
LU benchmarkokbol generalt promptok, felhasznalok altal feltett kérdések
és nyilvanos adatbézisokbol gytijtétt kérdés valaszok.

— 66 771 angol prompt: angol Stanford Alpaca (Taori és mtsai, 2023) és Dolly (Con-
over és mtsai, 2023) korpusz.

4. Kisérletek és mérések

4.1. Folytatolagos elGtanitas

A kutatasunk {6 célja, hogy a Llama-2 modellt folytatolagos elGtanitassal tovabb-
tanitsuk és adaptaljuk a magyar nyelvre. Az eredeti Llama-2 modell bemeneti
kontextushossza 4096 token volt. Gyakorlati tapasztalataink alapjan ez a kon-
textusablak gyakran nem elegendd, bizonyos feladattipusok igénylik a hosszabb
bemeneti kontextusablakot. Ilyen feladat lehet a hosszi széveg Osszefoglalasa, a
dokumentumbél informécio kinyerése, a RAG (retrieval augmented generation)
rendszerek (Lewis és mtsai, 2020) vagy a hosszabb péarbeszéd rendszerek. Dodé
és Yang (2024) kutatéasaban is a Llama 2 modellt hasznaltak, és megallapitot-
tak, hogy a Llama 2 szotara angolkézponti, ezért a tokenizalds megtobbszorozi
a szoveg méretét. Lemértiik a magyar tanitéanyagunkon mi is, és a kovetkezd
értékeket kaptuk:

— Tokenek szdma: 25 027 297 913
— Atlagos dokumentum hossza (tokenszam) a tokenizalds utan (atlag / medi-
an): 32 770,04 / 21 133

A tokenizalt széveg hossza t6bb mint a haromszorosa az eredeti szévegnek, ez
megegyezik a Dodé és Yang (2024) kutatasaban megfigyelt értékekkel. Ez azt je-
lenti, hogy ha egy hosszabb dokumentumot adunk a modellnek, mar nem fér be-
le a négyezer token hosszu kontextusablakba. Ezért esett a valasztasunk az alap
Llama 2 modell helyett a 32 768 tokenre névelt kontextushosszra tanitott Llama-
2-7B-32K!% modellre. Ezt a modellt a Together AI tanitotta az OpenChat-
Kit implementécioval'l. A modell kontextushosszit pozicio-interpolacié (Chen
és mtsai, 2023) segitségével novelték meg. A LLaMA-2-7B-32K modell tovabbta-
nitasdhoz szintén ezt az implementaciot alkalmaztuk. Az elsé fél epoch soran csak
a magyar korpuszt hasznaltuk. Fél epoch utan végeztiink némi feliiletes tesztet,
amelynek soran azt tapasztaltuk, hogy a modell elkezdte ,elfelejteni” angol nyelvi
ismereteit. Ennek elkeriilése érdekében a mésodik fél epoch alatt hozzakevertiik
azokat a finomhangolasi korpuszokat (Long Context QA és BookSum), amelye-
ket az eredeti LLaMA-2-7B-32K modellhez hasznaltak. A tanitashoz a kovetkezs
hiperparamétereket alkalmaztuk: 2e-5 tanulasi rata, 8 batch méret GPU-ként,
fp16. Ehhez a feladathoz 8 darab NVIDIA A100 (80GB) GPU-t hasznaltunk. A

10 https://huggingface.co/togethercomputer /LLaMA-2-7B-32K
' https://github.com /togethercomputer /OpenChatKit
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tanitas koriilbelil két honapig tartott, és 100 000 lépésnél allitottuk le. Az 1j,
folytatolagosan elGtanitott modelliink neve: PULI LlumiX.

Az el6tanitas utan a modelliinket utasitaskovetésre finomhangoltuk. A finom-
hangolashoz a Stanford Alpaca implementéaciojat (Taori és mtsai, 2023) alkal-
maztuk, ugyanolyan beéllitasokkal, mint Yang és mtsai (2023b) a kutatasukban.
A finomhangolas utan kiilonbozd kvantitativ és kvalitativ kiértékelést végeztiink
a modellen. Utasitaskévetésre finomhangolt modelliink neve: PULI LlumiX
Instruct.

A modelliink 1étrejottének idején publikalta a SambaNova Systems a Samba-
Lingo magyar modelljeit, amelyek gyakorlatilag ugyanazon az elven késziiltek,
mint a mi modelliink. Ok is folytatélagosan tovabb elétanitottak a Llama-2 mo-
dellt a magyar nyelvre. Ezért a kiértékelésiink soran a 7 millisrdos SambaLingo-
Hungarian-Base és a 7 millisrdos Sambalingo-Hungarian-Chat modelleket is
megvizsgaltuk. Tovabba a kordbbi PULI modellek koziil a PULI Trio és a Pa-
rancsPULI modelleket, mivel ezek rendelkeznek hasonl6 tobbnyelvi hattértudas-
sal, valamint ugyanazon a finomhangolé anyagon tanult a ParancsPULI, mint a
mi modelliink.

4.2. Kiértékelési kisérletek

Mivel még nincsen hivatalos generativ modelleket kiértékels korpusz, a kvan-
titativ kiértékeléshez harom magyar benchmarkot vélasztottunk, a HuCOLA,
HuSST és HuRTE korpuszokat (Ligeti-Nagy és mtsai, 2022). Azért ezt a ha-
rom korpuszt valasztottuk, mert a HuCOLA ad egy képet arrol, hogy a modell
mennyire sajatitotta el a magyar nyelvi tulajdonsagokat, a HuSST egy népsze-
ri szentimentelemz§ osztalyozési feladat, a HuRTE pedig egy kivetkeztetéses
feladat, ami komplexebb logikai kovetkeztetést igényel. A HuCOPA egy tobb-
valasztos feladat, amely komolyabb prompt kisérleteket tenne sziikségessé, ami
megneheziti a kiértékelést és torzithatja az eredményt. A HuWNLI és a HuCB
(Ligeti-Nagy és mtsai, 2023) is kovetkeztetéses feladatok, igy ezeket méar nem
vettiik bele a kiértékelésbe.

Fontosnak tartjuk, hogy részletesebben kifejtsiik a promptokkal valé kisérle-
teinket. Sajnos nem egyértelmt, hogy egy-egy ilyen nagy nyelvi modell kiértéke-
léshez milyen moédon hasznaljunk promptokat. Ez vonatkozik mind a nyers, mind
az utasitaskovet6 modellekre. Ezeknek a nagy nyelvi modelleknek a kimenetei
nem determinisztikusak, a paraméterbeallitasokkal névelhetjiik ezt a képességet,
azonban azt tapasztaltuk, hogy ilyenkor gyakran romlik a kimenet mindgsége.
Yang és mtsai (2023b) alacsonyabb hémérsékletet alkalmaztak, 0,4 és 0,6 kozot-
ti, mig Csaki és mtsai (2024) kutatasdban magasabb, 0,6 és 0,8 kozotti értékeket
allitottak be. A top-p értéket csak Csaki és mtsai (2024) allitottak at 0,9-re, a
tobbi paramétert, mint top-k, alapértelmezettnek hagytak. A kutatasunkban a
kozéputat valasztottuk, csak a hGmérséklet értékét valtoztattuk 0,6-ra. Ez olyan
érték, amely mar valtozatosabban ad valaszokat, azonban a determinisztikussag
alacsonyabb. Ezért érdemes tobbszor is lefuttatni a méréseket, hogy pontosabb
képet kapjunk.
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A kvantitativ mérések soran kétféle kiértékelést végeztiink. Az els6 méré-
siink a nyers nyelvmodellekre irdnyult. Ehhez a few-shot kisérletet alkalmaztuk.
Azonban egy kis modositast vittiink véghez. Yang és mtsai (2023b, 2024a) kuta-
tasaiban fixen az els6 néhany promptot vették a tanitéanyagbodl. Ez egy szeren-
csés valasztas esetén magas eredményt hozhat, azonban egy kevésbé szerencsés
valasztas esetén a modell gyengén teljesithet. Ehelyett Zhu és mtsai (2023) ki-
sérlete alapjan véletlenszertien vélasztottunk ki promptokat a tanitdéanyagbol
minden egyes tesztszegmensre. Hogy megallapitsuk az optimélis promptmennyi-
séget, tObbféle mennyiségi prompttal kisérleteztiink.

Kovetkezd kisérletiink a nyers modellek kiértékelése volt, amihez a few-shot
modszert valasztottuk. A few-shot mérésekhez a HuCOLA és a HuSST esetében
a kovetkez6 promptsablont hasznaltuk:

— [sz6veg] = [konvertalt cimke]
— 1. Példa: Az Angliarol valo konyv tetszik. = rossz
— 2. Példa: Konnyti, aranyos és felejthets. = semleges

A fenti példaban az figyelheté meg, hogy a cimkék helyett egy konvertalt
szovegalapu cimkét alkalmaztunk. Megfigyelésiink az volt, hogy az eredeti szam
alapa cimke (0, 1, 2) kevésbé segit a nyelvmodellnek a feladatmegoldasban, és
jobb eredményt tudunk elérni, ha széveges cimkét adunk meg. A HuCOLA ese-
tében a helyes/helytelen és a jé/rossz cimkékkel kisérleteztiink, és az utébbival
tudtunk magasabb eredményt elérni. A HuSST esetében a konvertalt cimkék a
kovetkezGek voltak: negativ, semleges, pozitiv. A HuRTE esetében kétféle meg-
oldéssal is kisérleteztiink. Az elsd, amikor egy [SEP] tokennel valasztottuk el a
premisszat a hipotézistsl (hasonloé megkozelités, mint amit Laki és Yang (2023)
alkalmaztak a kutatasukban), valamint hasonléan a HuCOLA esetén kisérletez-
tiink a helyes/helytelen és a jé/rossz cimkékkel, és az utobbival értiink el jobb
eredményt. Az elsé valtozat promptsablonja a kévetkezd volt:

— |premissza] [SEP]| [hipotézis| = |[konvertalt cimke]
— Példa: Ciprus, legyen bar megosztott vagy sem, méjus 1-jén csatlakozik az
EU-hoz. [SEP] Ciprust majus 1-jén osztottak két részre. = rossz

A masodik valtozatban Yang és Ligeti-Nagy (2023) kutatasat vettiik alapul, ahol
a premisszat és a hipotézist szovegesen kototték Gssze, ezzel segitve a modellnek
a szoveg értelmezésében. A masodik valtozat promptsablonja a kévetkezd volt:

— [premissza] Ebbdl az kovetkezik, hogy [hipotézis] = [konvertalt cimke]
— Példa: Az eladasbol befolyt pénz Hepburn csaldadjahoz letétbe keriil. Ebbél
az kovetkezik, hogy a bevétel Hepburn csaladjaé. = jo

A nyers modellek kiértékelése utan kovetkezett az utasitaskoveté modellek
kiértékelése. Ehhez a feladathoz a zero-shot modszerét valasztottuk. A zero-shot
kisérletnél is tobbféle promptot probaltunk ki. Itt a prompt sablon kétott volt,
a ParancsPULI és a mi utasitdskéveté PULI LlumiX Instruct modelliink a ma-
gyarra forditott Stanford Alpaca sablonjat alkalmazza, ami megegyezik a Yang
és mtsai (2023b) altal publikalt cikkben leirt sablonnal. A SambaLingo modelljei
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egy chat sablont alkalmaznak (Csaki és mtsai, 2024). A harom benchmarkra kii-
16nb6z8 promptokkal kisérleteztiink, majd amelyik a legjobbnak bizonyult, azt
tartottuk meg és mindegyik modellre 3-3 mérést végeztiink, majd a hdrom mérés
atlagat lathatjuk az 5.1. fejezet 3. tédblazataban.

A ParancsPULI és az utasitaskdveté PULI LlumiX Instruct modell esetében
az ,,Utasitas” mezdbe tettiik a kérdést megfogalmazé promptot, és az ,,Bemenet”
mezdbe a kiértékelends szoveget. A Sambalingo esetében kozvetleniil egymaés
alatt volt a kérdés és a kiértékelends szoveg.

A HuCOLA esetében a kovetkez6 promptokat probaltuk ki, a vastagon sze-
dett szdveg teljesitett a legjobban:

— Az [alabbi/kovetkezs| széveg a magyar [nyelvtani/grammatikai] kdve-
telményeknek megfelelGen [jo/helyes/megfelel| vagy nem [jé/helyes/felel
meg]|?

— Helyes-e az [alabbi/kévetkezd]?

— Az [alabbi/kovetkezs| magyar mondat helyes?

— Az [alabbi/kovetkezd] magyar mondat [grammatikailag/nyelvtanilag] helyes
vagy nem helyes?

A HuSST esetében a kévetkezs promptokkal kisérleteztiink, a vastagon sze-
dett szdveg teljesitett a legjobban:

— Az [alabbi/kovetkezd] mondat pozitiv, semleges, vagy negativ hang-
vételld?

— Mi az [alabbi/kévetkezs] mondat szentimentje?

Mi az [alabbi/kovetkez6] mondat szentimentje (pozitiv, semleges, negativ)?

— Mi az [alabbi/kovetkezs] mondat szentimentje? Pozitiv, semleges vagy nega-
tiv?

A Sambalingo esetében hozza kellett tenni azt a mondatot, hogy ,,Réviden vala-
szolj!”, mivel enélkiil hajlamos volt hosszan valaszolni és a véalaszba belefoglalta
mind a harom cimkét (példaul megismételte a kérdést), ami megnehezitette a
kiértékelést.

A HuRTE esetében kétféle kisérlet elegends volt. Az egyik az a few-shot 2.
valtozat volt, mig a masik felhasznalta a korpusz mezGit, az utdbbi teljesitett
jobban, amit kiemeltiink vastagon:

— Helyes az alabbi kovetkeztetés?
[premissza] Ebbgl az kovetkezik, hogy [hipotézis]
— Ko6vetkezik-e a hipotézis a premisszabol?
premissza: [premissza]
hipotézis: [hipotézis]

5. Eredmények és kiértékelések

5.1. Kvantitativ kiértékelések

Célunk nem a benchmarkon val6 versenyen vald részvétel volt, ezért a kiértéke-
léshez az egyszertiség és a Yang és mtsai (2023b) kutatasaval valo 6sszehasonlit-
hatosag kedvéért, valamint a korpuszokban 1év6 cimkék nem egyenletes eloszlésa
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miatt, a kiegyesnsulyozott pontossag (balanced accuracy) (Brodersen és mtsai,
2010) metrikat alkalmaztuk.

Az elso feladat az volt, hogy megkeressiik az optimalis promptmennyiséget.
A 2. tablazatban lathatoak a kisérletek, hogy megtalaljuk ezt az optimalis sza-
mot. A kisérletben lathato, hogy a mi esetiinkben a 20 promptpélda volt a legked-
vez6bb a modelliink szamara. Igy a tovabbiakban 20-shot kisérleteket végeztiink
a tobbi modellel is.

HuCOLA|HuSST |HuRTE
5-shot 48,49 | 64,80 | 58,43
10-shot | 49,69 | 66,01 | 59,30
15-shot | 49,56 | 66,76 | 59,88
20-shot| 55,84 | 68,53 | 61,49
25-shot | 52,58 | 65,21 | 61,16
2. tablazat. PULI LlumiX modell kiértékelése kiilonb6z6 mennyiségii promptokkal

A 3.tablazatban lathatoak a few-shot és zero-shot eredmények. A véletlen-
szerd kivalasztas modszere mar ad egyfajta atlagot, és néhany kiegészité mérés
alapjan azt tapasztaltuk, hogy nem volt jelent8s eltérés, ezért az eredményeink-
ben az els6re mért értékeket jelenitettiik meg (lasd 3. tablazat). A 3 tablazatban
a HuRTE mindkét valtozatanak az eredményét lathatjuk a kévetkezd formaban:
1. valtozat / 2. valtozat.

A few-shot mérések (lasd 3. tablazat) egyértelmien azt mutatjak, hogy a
folytatolagosan elStanitott modelliink jobban teljesit a tobbi modellnél, de még
a Sambalingo modellnél is. Azonban egy esetet leszamitva a Sambanova mo-
delljei feliilmiljak a korabbi PULI modelleket, ezzel alitamasztva azt, hogy a
folytatolagos tanitassal jobb eredményt lehet elérni. Az egyetlen érték, amiben
alulmaradt a Sambanova, az az utasitaskovetd HuCOLA kisérlet. Ennek két
okat latjuk, az els6, hogy a mi utasitaskévetd finomhangold anyagunk tartalmaz
1000-1000 darab HuCOLA, HuSSST és HuRTE anyagot, ezzel elényt biztosit
a mi modelljeink szamara ezekben a feladatokban. Azonban igy is alulteljesit a
ParancsPULI a legtobb esetben. Ebbdl latszik a transzfertanulas ereje. A mésik
okat a Sambalingo modell finomhangolasi anyagaban kerestiik, ami nagyrészt
angol nyelvi anyagbol all Gssze, ezzel Ggy érezziik, hogy a magyar nyelvrél alko-
tott tudéasa romlik.

Tovabba az is latszik, hogy a HuRTE kisérletben a széveges atalakitas segitett
a modellnek, ezzel alatamasztva Yang és Ligeti-Nagy (2023) kisérletét.

5.2. Kvalitativ kiértékelés

A kvantitativ kiértékelések utéan végeztiink kvalitativ méréseket is. Egy nagy
nyelvi modell esetében kiilénosen fontos ez a rész, hiszen az eddig hasznalt benc-
hmarkok nem egészen arra valok, hogy a generativ modelleket kiértékeljik. Egy
alapot adnak, de amig nincsen magyar nyelvre ilyen jellegii korpusz, addig a
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HuCOLA[HuSST[ HuRTE
20-shot
PULI Trio 53,47 | 54,96 | 53,34 / 54,30
PULI LlumiX 55,84 | 68,53 (56,97 / 61,49
SambaLingo Hungarian Base 53,59 66,76 | 54,99 / 60,05
zero-shot (atlag)

ParancsPULI 51,97 | 54,50 52,05
Utasitask6vetd PULI LlumiX Instruct| 66,98 | 70,06 74,54
SambaLingo-Hungarian-Chat 50,83 | 58,24 69,64

3. tablazat. A PULI LlumiX modell kiértékelése és osszehasonlitasa HuLLU benchmar-
kokon

kvalitativ mérésekkel kapunk teljesebb képet a modellekrél. A kvalitativ mé-
réseink els sorban az utasitaskdvetd modellekre iranyultak, hiszen ezekben az
esetekben a legfontosabb a jelent&sége, hogy milyen gyakorlati tudasokat voltak
képesek elsajatitani.

Els6 kvalitativ kiértékelésiink egy ugynevezett ,, T a szénakazalban” (Needle
in a haystack) kisérlet volt. Az Stletet az Arize Al kisérletébl!? vettiik, ezt imp-
lementaltuk tjra a sajat feladatunkra. A kisérlet egyfajta stressz-teszt, aminek
a célja a nagy nyelvi modellek teljesitményének kiértékelése kiilonb6z6 kontex-
tusmeéretek mellett. A teszt soran egy adott, célzott informaciot (,t4”) Agyaznak
be egy nagyobb, dsszetettebb magyar szévegkornyezetbe (,szénakazal”). A cél az,
hogy felmérjék egy modell azon képességét, hogy képes-e az adott informéciot
azonositani és felhasznalni egy hatalmas adatmennyiség kozepette.

A kisérlethez ,,A Trénok harca” kényvet hasznaltuk fel. Ebbe véletlenszertien
betettiink egy bele nem ill§ mondatot, ami a mi esetiinkben a kévetkezdé volt:

— Ezen a napon iinnepelte [varos neve| véaros a [0-100]. évfordulojat.
A prompt, amivel rakérdeztiink az adott mondat tartalmara, a kévetkezd volt:

— Kizarolag a kovetkezs szoveg alapjan, hanyadik évfordulojat innepelte [varos
neve| varos? Csak egy szamot adj visszal

A teszt sordan a bemeneti kontextusablakot tiz részre osztottuk. Minden tizednek
a 10, 20, 30 stb. szazalékaba helyeztiik véletlenszeriien az adott mondatunkat. A
kapott valasz alapjan a 1. Abran lathato az utasitaskovetd PULI LlumiX Instruct
modelliink eredménye. Az eredeti kisérletben a GPT-4 modellt kiértékelve azt
lehetett latni, hogy a modell a bemeneti kontextusablak hatsé részében gyen-
gébben teljesiti ezt a feladatot. De egy Claude 2.1 modell esetén ez a teljesit-
ménycsokkenés még drasztikusabb. A mi modelliinknél is ezt a jelenséget varjuk,
hiszen a finomhangolé promptok, amikkel dolgoztunk, atlagosan 330,51 tokent
tartalmaztak; a leghosszabb prompt 9 999 token hosszi (Llama-2 tokenizalojat
hasznaltuk). Ez alapjan valoban az elvarasainknak megfelelen (lasd 1. abra) a

'2 https://arize.com/blog-course/the-needle-in-a-haystack-test-evaluating-the-
performance-of-llm-rag-systems
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16 000 tokenhossz utan mar egyaltalan nem taldlja meg a helyes valaszt, vala-
mint a 12 000 tokenhosszig teljesit egész stabilan. Bar érdekes jelenség az elsG
oszlop, ami tovabbi elemzést igényel.

Beszurt "tG" pozicidja (%)
80 70 60 50 40 30 20

90

100

I I I I
3200 6400 9600 12800 16000 19200 22400 25600 28800 32000
Kontextus ablak

1. abra: T4 a szénakazalban kisérlet

A maésodik kvalitativ mérésiink soran azt vizsgéaltuk, a modell valaszainak
stilusa mennyire felel meg a prompt altal implikalt helyzetnek. A stilus meg-
felelGségét elsGsorban a tegezd és magazod igealakok, a mondathossz, valamint
a valaszban hasznalt szokészlet alapjan vizsgaltuk. A nyelvtani helyességet az
elemzés soran nem vettiik figyelembe. A példak a 4. tablazatban lathatoak.
Az els6 promptra adott valasz stilisztikai szempontbol nagy mértékben megfelel
az elvartnak. Udvarias nyelvezetet, hosszi mondatokat, magézo format hasznal,
és alkalmazza az {izleti nyelvezetben gyakran hasznélt bizonyos fordulatokat is
(Minden eréfeszitésiinkkel azon dolgozunk. ..). Talan egyediil az elszomorit és a
megkérnénk igék nem illenek bele a stilusba.

A tablazat mésodik példajaban informalis stilus hasznélata az elvart, amely-
nek a modell valasza nagyrészt megfelel. Tegez6 igeformékat, és az utolséd eldtti
kivételével rovid, egyszeri mondatokat hasznal. A hasznélt szavak az dsszponto-
sitani igén kiviil megfelelnek a gyerek nyelvezetének.
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Prompt:

1.|Irj egy levelet egy hoteligazgaté nevében, amelyben bocsanatot kér egy vendégtdl,
mert koszos volt a vendég szobaja!

Valasz:

Tisztelt Vendégiink! Ezaton szeretnénk elnézést kérni a nem megfelel szobatisztasag
miatt. Tudjuk, hogy mennyire fontos a kényelem és a tisztasag, és elszomorit benniin-
ket, hogy nem tudtuk megfelels szinten biztositani szobajat. Minden eréfeszitésiinkkel
azon dolgozunk, hogy szallodankat a legkényelmesebb és legtisztabb hellyé tegyiik, és
elnézést kériink, hogy ezittal nem sikeriilt megfelelniink elvarasainak. Megkérnénk,
hogy jelezze, ha tovabbi segitségre van sziiksége, vagy ha barmi maéast tehetiink a
kellemetlenségekért. Halasak vagyunk, hogy nalunk szallt meg, és reméljiik, hogy a
jov6ben pozitiv tapasztalatokat szerez majd szallodankban. Készonjiik, hogy felhivta
a figyelmiinket a problémara, és reméljiik, hogy hamarosan tjra vendégiil lathatjuk.
Udvézlettel: [Hoteligazgatd nevében|

Prompt:

2.|Kérj egy kisgyerek nevében ajandékot a Jézuskatol!

Valasz:

Kedves Jézuska! En egy 6 éves kisfia vagyok, a nevem Bence. Szeretnék egy LEGO
készletet kardcsonyra. Tudom, hogy nagyon sok mindent kell még a Jézuskanak a
karacsonyi ajandékokra Osszpontositania, de nagyon szeretném, ha az enyém lenne a
LEGO City 60. sziiletésnapi torta készlet. K6szoném szépen! Bence

Prompt:

3.|Milyen szavakkal koszont egy kislany egy ismeretlen id&s férfit?

Valasz:

A kislanyok altalaban kedvesen, szeretettel és tisztelettel koszontik az ismeretlen id6s
férfiakat. Igy példaul azt mondhatjak: ,,J6 napot!", ,Szia!", ,,Udvozlom!" vagy ,K6sz6-
nom, hogy segitett!"

4.|Milyen szavakkal kdszont egy kisfitt egy ismeretlen idés n6t?

Valasz:

A kisfia lehet, hogy igy koszonti az ismeretlen id8s nét: "Udvozlom, holgyem! Hogy
van ma?" vagy "Szial Hogy hivnak?" vagy "Hello, asszonyom! Hogy érzi magat?"
vagy "Udv6zlém, holgyem! Hogy szolgal az egészsége?"

4. tablazat. Stilisztikai példak

A stilisztikai kérdéseknél megvizsgaltuk a néi-férfi és az életkorbol fakado
nyelvhasznalati jellemzdket is. A példakban a modell a kislanyként és kisfiaként
meghatéarozott beszéls szamara gyakran tegezd format javasol, ami nem helyes. A
javasolt magazo formak egy része (pl.: Udvb'zlé'm) azonban a beszéls életkoranak
nem felel meg. A Hello, asszonyom! koszontés pedig sem az udvariassagi, sem
pedig az életkori elvarasoknak nem felel meg.

Végil harmadik kvalitativ kiértékelésiink sordn 117, magyar kulturaval, tor-
ténelemmel, nyelvvel kapcsolatos kérdésre adott valaszok tényszertiségét hason-
litottuk Ossze. A tényszertiséget elGszor egy harmas skalan értékeltiik:

— 0: a promptra adott valasz teljesen helytelen
— 1: a promptra adott valasz részben helyes, de tartalmaz ténybeli tévedéseket,
vagy helyes, de nem a legrelevansabb valaszt adta
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— 2: a valasz tényszer(d és pontos, nem tartalmaz ténybeli tévedéseket

Fontos megjegyezni, hogy nem vettiik figyelembe a valasz stilisztikai jellem-
z6it, a nyelvi helyességét, a formai megfelelGségét, csak azt vizsgaltuk, hogy a
kérdésre helyesen valaszolnak-e a modellek. Az eredményeket az 5. tablazatban
foglaltuk Ossze.

Témakor Kérdések szama PULI LlumiX Instruct ParancsPuli Sambalingo

Egyéb 19 61% 47% 66%
Foldrajz 17 82% 85% 71%
Irodalom 26 67% 63% 65%
Miivészet 14 54% 61% 43%
Nyelv 22 70% 48% 45%
Torténelem 16 72% 41% 75%

114 67% 57% 61%

5. tablazat. A modellek kiértékelésének eredménye a kulturélis targyi tudast mérs adat-
halmazon.

A PULI LlumiX Instruct modell j6 teljesitményt nytdjtott a kulturalis targyi
tudast mérs kérdések megvalaszolasaban, és a legmagasabb atlagos pontossagot
érte el (67%). Kiilonosen jol szerepelt az Irodalom kategoridban, ahol a tobbi
modellt meghaladva 67%-0s pontossidggal vélaszolt a kérdésekre, szemben a
ParancsPuli 63%-os és a Sambalingo 65%-o0s eredményével. A Nyelv témakorben
a PULI LlumiX Instruct modell 70%-o0s pontossaga joval feliilmilja a masik két
modell alacsony, 48% és 45%-o0s pontossagat.

Fontos azonban megemliteni, hogy bizonyos témakoérokben mas modellek is
felilmultdk a PULI LlumiX Instruct modellt. A Féldrajz kategoriaban példéaul
a ParancsPuli érte el a legjobb eredményt 85%-kal, amely kicsit meghaladja a
PULI LlumiX Instruct modell 82%-os teljesitményét, mig a Sambalingo itt 71%-
kal szerepelt. A Térténelem kategoridban a Sambalingo bizonyult a legjobbnak,
75%-0s pontossaggal, ami kicsit feliilmilja a PULI LlumiX Instruct modell 72%-
os eredményét. Az Egyéb kategoéridban a Sambalingo vezet, 66%-kal, mig a
PULI LlumiX Instruct modell 61%-ot ért el ezen a teriileten.

6. (")sszegzés

Kutatasunk soran kifejlesztettiink egy magyar nyelvre adaptalt, Llama-2 alap,
folytatolagosan elGtanitott és utasitaskovetd finomhangolassal tovabbfejlesztett
nagyméreti nyelvi modellt. A modell kiilénb6z6 hazai benchmarkokon, mint a
HuCOLA, HuSST és HuRTE, kimagaslo pontossagot ért el, felilmulva a ko-
rabbi modelleket, és erdsségeit kvalitativ elemzések is igazoltdk. Eredményeink
ravilagitanak arra, hogy a transzfertanulas jelentGsen néveli a modell nyelvi tel-
jesitményét, lehet&séget nydjtva a magyar nyelvid nyelvtechnologiai feladatok
pontosabb megoldéaséra.
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Kivonat A magyar nyelv szamitogépes feldolgozasahoz megbizhato elem-
z6rendszerekre van sziikség, amelyek kiilonb6z6 nyelvi szinteken képe-
sek pontos kimenetet biztositani. Jelen tanulmany célja, hogy részletes
Osszehasonlitast nydjtson két kiemelked$ magyar nyelvi elemzérendszer,
a HuSpaCy és az e-magyar teljesitményérdl tobb szempontbol, ideért-
ve a tokenizalast, a szofaji cimkézést, a morfoszintaktikai elemzést és
a névelem-felismerést. Az elemzéseinket a magyar orszaggyitilési jegyzs-
kényvek egy szovegrészén végeztiik, amely lehet&séget nytjtott a rend-
szerek tesztelésére formailag és nyelvileg valtozatos szévegeken. Eredmé-
nyeink segitséget nyujthatnak a nyelvi feldolgoz6 eszk6zok felhasznaloi-
nak abban, hogy a specifikus nyelvi alkalmazasi igényeiknek legmegfele-
16bb rendszert valasszak. A tanulmany ramutat az elemzsk erGsségeire
és hianyossagaira, melyek alapjan tovabbfejleszthet6k a magyar nyelvre
iranyulé nyelvtechnolégiai megoldasok.

Kulcsszavak: nyelvfeldolgozés, magyar nyelvi elemzs, HuSpaCy, e-magyar,
tokenizaléds, morfoszintaktikai elemzés, névelem-felismerés

1. Bevezetés

A nyelvi elemz8eszkozok terén a HuSpaCy (Orosz és mtsai, 2022, 2023) és az
e-magyar (Varadi és mtsai, 2017; Indig és mtsai, 2019; Simon és mtsai, 2020)
rendszerek kiemelkednek, mint a magyar nyelv feldolgozasara alkalmas nyilt for-
raskoda megoldasok. A HuSpaCy egy korszerti, konnyen hasznalhato, gyors elem-
zérendszer, amely a SpaCy keretrendszerre épiilve (Honnibal és mtsai, 2020) ké-
pes a magyar nyelv morfoszintaktikai feldolgozésara. Az e-magyar rendszer egy
komplex, tobbkomponensi elemzsi pipeline, amely a magyar nyelv specifikus
sajatossdgait is figyelembe veszi.

A magyar nyelvre optimalizélt ipari nyelvfeldolgozo eszkozok szama korlato-
zott, és csak néhany atfogo rendszer érhetd el a fentieken kiviil. Ezek k6zé tartozik
a magyarlanc (Zsibrita és mtsai, 2013), amely egy Java-alapt, ipari alkalmaza-
sokhoz tervezett eszkb6z. Bar szamos fontos nyelvfeldolgozasi funkciot nyajt —
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mint a tokenizalds, mondathatarok felismerése, széfaji cimkézés, lemmatizalas
és fliggbségi elemzés —, hidnyossaga a névelem-felismerés és a szdbedgyazasok
tamogatasanak hidnya.

A magyar nyelvspecifikus rendszerek mellett nemzetkozi eszkozok, mint a
Stanza (Qi és mtsai, 2020) és az UDPipe (Straka, 2018), szintén relevansak a
nyelvfeldolgozas teriiletén. Ezek t&bb nyelvet tdmogatnak, és képesek nyers sz6-
vegek morfologiai és szintaktikai elemzésére. Ugyanakkor ezek az eszk6zok sem
nyujtanak névelem-felismerési lehet&séget, és teljesitményiiket jelentésen korla-
tozza a nyilvanosan elérheté annotélt korpuszok kis mérete.

Jelen tanulmany célja, hogy Gsszehasonlitsa a fent emlitett két elemzdérend-
szert, a HuSpaCy-t és az e-magyart, kiilonbo6z§ feldolgozasi szinteken, beleértve
a tokenizalast, a szofaji cimkézést, a morfoszintaktikai elemzést és az egyéb nyel-
vi feldolgozasi szinteket. Vizsgalatunk f6 motivaciéja egy most késziils korpusz,'
melyet részletes elemzéssel kell ellatnunk. A megfelel§ elemzd kivalasztasdhoz
elengedhetetlen egy alapos, modszeres dsszehasonlitds. Az 6sszehasonlitéas ered-
ményei ezen feliil hozzajarulhatnak a magyar nyelvtechnolégiai alkalmazasok
fejlesztéséhez és optimalizalasahoz, valamint segithetnek az alkalmazok szaméra
a legmegfelel6bb elemzdérendszer kivalasztasaban.

2. Kapcsol6dé irodalom

A HuSpaCly egy ipari felhasznalasra szant, nagy hatékonysagu eszkézlanc, amely
a spaCy keretrendszerre épitve biztosit alapvets nyelvfeldolgozasi funkcidkat,
mint a tokenizalas, szofaji cimkézés, lemmatizalas, dependenciaelemzés és tulajdonnév-
felismerés (NER) (Orosz és mtsai, 2022, 2023). Célja a gyors és pontos elemzés
er6forrastakarékos kornyezetben. A szerz6k mérései alapjan kimagaslo pontossa-
got ér el a tokenizélasban és a mondathatéarok felismerésében. Elgbbiben szinte
minden rendszerrel Gsszehasonlitva a legjobb eredményt mutatta (99,89%-os F1-
érték). A mondathatarok felismerése terén is kiemelkedd (97,66%), bar itt az
e-magyar valamivel jobbnak bizonyult. A szofaji cimkézésben a HuSpaCy kii-
16ndsen jol teljesit, az Universal Dependencies (UD) adatain tanitott modell
94,7%-o0s pontossagot ér el, mig a Szeged Korpusz (Csendes és mtsai, 2004) ada-
taival tovabbfejlesztett modell 96,58%-ot. A fliggdségi elemzésben a HuSpaCy
eredményei nem érik el a Stanza éltal elért legmagasabb pontszamokat. Lemma-
tizacidés modulja az egyik legpontosabb a vizsgalt rendszerek kozott. A Szeged
Korpusz teljes adatkészletén tanitott modell 95,53%-o0s pontossagot ért el, ami
meghaladja az e-magyar teljesitményét (94,94%) és jelentésen jobb a UDPipe
(88,5%) eredményeinél. A névelem-felismerés terén azonban nem éri el a BERT-
alapti modellek pontossagat.

Az e-magyar rendszer célja a magyar nyelv elemzésére alkalmas eszkdzok
integralasa egy moduléris, kutatasorientalt keretbe. A legiijabb, emtsv verzié
(Indig és mtsai, 2019) teljes modularitast kinal, amely lehetévé teszi, hogy kii-
16nb6z8 modulok (pl. tokenizalas, morfologiai elemzés) kiilonallo egységekként

! Részletek a tanulmany végss valtozataban.
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miikddjenek, és az elemzélanc barmely pontjan kimenetet biztositsanak. A szer-
zGk altal k6zolt teszteredmények alapjan az emtsv hasonloan teljesit mas magyar
nyelvi elemzd rendszerekhez. Az elemzési lanc az emToken modul altal végzett
tokenizalassal és mondathatarok meghatarozasaval kezd6dik. Ezt koveti a morfo-
logiai elemzés az emMorph (Novak, 2014; Novak és mtsai, 2016) és az emLem
modulokkal. Az egyértelmiisitést a POS cimkéz6 modul (emTag, Orosz és No-
vak, 2013) végzi. A morfologiai elemzés utdn a mondattani elemzés két iranyban
folytatodik: az emDep modul fiiggdségi struktirakat tar fel, mig az emCons
modul az GsszetevSk hierarchiajat allapitja meg. A szovegek tovabbi feldolgo-
zésa soran az emChunk fénévi csoportokat azonosit, mig az emNer modul
tulajdonneveket és specialis kifejezéseket jelol. A rendszer tartalmaz kiegészitGé
modulokat is, mint példadul az emZero, amely zérénévmasokat illeszt be, és az
emTerm, amely tobb szo6bol allo kifejezéseket annotéal.

3. Modszer

Az 6sszehasonlito elemzés alapjaul a 2022. 06. 20-ai orszaggyiilési jegyzSkonyv
szovege szolgalt. A széveg 2498 sorbdl, 290 606 karakterbdl all, és nyelvezetét,
forméajat tekintve valtozatos. Az igényesen megfogalmazott, retorikus élébeszéd
mellett tartalmaz természetes él6beszédbdl eredd kifejezéseket, mondatszerkeze-
teket is, a lejegyzésbdl adodo helyesirasi hibakat, valamint a jegyz6konyvi forméa-
bol ereds nem nyelvi elemeket is (példaul felszolalok nevei, idépontok, sorszamok
és paragrafusok jelzése, telefonszam, postacim, szovegtagolo karakterek). Ezek
mind nagyszerd lehetdséget nyijtottak arra, hogy nem tipikus, de irott szoveg-
ben mégis el6forduld nyelvi helyzetekben is teszteljiik az elemzdk teljesitményét.
Valasztasunkat az is indokolja, hogy kifejezetten a késziilé korpuszunk szaméa-
ra keressiik a legmegfelel6bb elemzgdlancot, igy indokoltnak tiinik egy altalunk
gytjtott, és késébb felhasznélandd szévegen Osszevetni Sket, nem pedig meglé-
v8, gold standard-nek tartott korpuszokon, amelyek jellemz&en egyszerre csak
egy-egy elemzési szint validalasat tennék lehetévé. Igy biztositjuk, hogy olyan
szovegen teszteljiik a két elemz6t, amit azok korabban biztosan nem lattak.

Erdemes kiilén kiemelni a whitespace karakterek szerepét. A dokumentum-
ban a szokozok mellett a leggyakoribb whitespace karakter a sortorés (,\n”),
ugyanis a bemeneti szoveg bekezdéseinek tagolasat altalaban ketté vagy tobb
egymaést kovetd sortorés valositja meg. Ezek nagymértékben befolyasoljak az
elemzési eredményeket a tokenizalas és a dependencia szintjén; kezelésiik az el-
késziilt Gsszehasonlito program sarkalatos pontja. Altalanossagban elmondhato,
hogy a sz6vegben nagy mennyiségben és sokféle forméaban el6fordulé kézpon-
tozési, numerikus és whitespace karakterek nagyban megnehezitik a megfelel
Osszehasonlitas elkészitését mind a HuSpaCy és az e-magyar, mind pedig az 6ket
osszehasonlité alkalmazas szintjén.

Ez utobbit a Launcher _HuSpaCy_emagyar alkalmazés? teszi lehetévé. Ez egy
Python nyelven irt programcsomag, amely konzolos alkalmazasként, tobbféle

2 https://github.com/nytud/thesis-works.git
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modban indithato, és a miikodése soran tetszGleges txt kiterjesztést szévegen
lefuttatja az elemzdket — vagy csak az egyiket, vagy mindkett6t. Az elemzé-
si eredményeket fajlban eltarolja, valamint opcionalisan a terminalra is kiirja.
Mindemellett lekérhets bel6le a kiilonb6z6 elemzési szinteken kapott eredmények
osszehasonlitasa egy egyszertd, de az adott elemzési szempont sajatossagaihoz il-
leszked6 tablazatos formaban.

Az alkalmazés inditdsa a launcher.py program segitségével lehetséges. In-
ditaskor parancssori argumentumként meg lehet adni az elemzendd fajl eléré-
si atvonalat, a kivant elemz6t (-huspacy vagy -emagyar kapcsolo), illetve az
Osszehasonlitas tamogatasara szolgald kapcsolok valamelyikét. Ezek lehetnek ar-
ra vonatkoz6 parancsok, hogy az Gsszesitett elemzés megjelenjen-e a terminélab-
lakon is (-oute az emagyar, -outh a HuSpaCy szaméra), valamint a nyelvi szint
Osszehasonlitasi eredményének megjelenitésére vonatkozo kapcesolok (-tok: toke-
nizélas, -morph: morfologia, -lem: lemmatizalas, -pos: szofaji cimkézés, -dep:
dependencia, -ner: névelem-felismerés). Az Osszehasonlitasi kapcsolok értelem-
szertien csak akkor lépnek életbe, ha mindkét elemz6t futtatjuk, egyéb esetben
nincsen semmilyen hatasuk.

Az alkalmazéas (tovabbiakban: Launcher) ttlmutat az elemzdk lefuttatasan:
egy egész kornyezetet valosit meg, amely minél t6bb szempontbol tamogatja
az elemz8k nyelvészeti teljesitményének Gsszehasonlitasat. Ezek a szempontok
a kovetkez6 kategoridkba sorolhatok: futtatas, logikai egységesités, kiilonbségek
kezelése, teljesitmény javitasa, illetve egyszert teljesitménymetrika.

3.1. Futtatas

A HuSpaCy egy SpaCy-kényvtar forméajaban mitikodik?, igy kényelmesen hasz-
nalhaté Python-scripteken beliil. Jelen elemzésiinkben a hu__core _news lg HuSPaCy-
modellt hasznaljuk. Az e-magyar jelenlegi valtozata Docker-alkalmazasként mii-
kodik 4, igy a felhasznalonak kell kezelnie az ezzel jaré miveleteket (pl. konténer
inditasa, futtatasa). A Launcher egységesiti a két megkozelitést, igy a felhaszna-
lonak most méar csak egyetlen Python-programot kell elinditania. Ez a program

a huspacy konyvtar felhasznalasaval elvégzi a HuSpaCy lefuttatésat, valamint

a docker programkényvtar ° felhasznalaséval nyit egy konténert, lefuttatja az
e-magyart, majd a konténerben keletkezett elemzési eredményt atemeli a konté-
nerbdl a lokalis tarhelyre, végiil a konténert leallitja és torli.

3.2. Logikai egységesités

Az Osszehasonlitashoz elengedhetetlen, hogy a két elemz6 kimenetét egy egy-
séges logika szerint lehessen értelmezni. Formailag mindkét elemzé lehetévé te-
szi egy-egy elemzési tablazat létrehozasat, amelynek soraiban a kapott tokenek,

3 https://github.com/huspacy /huspacy, https://spacy.io/
4 https://github.com/nytud /emtsv
5 https://docker-py.readthedocs.io/en /stable/
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oszlopaiban pedig az adott tokenre vonatkozo, elemzési szempontok szerinti ki-
menet lathato. A megjelenitendd oszlopokat az alapjan valasztottuk ki a HuS-
paCy eszkozkészletébdl, hogy melyek azok a nyelvi szintek, amelyeken az elemzés
megfeleltethetd az e-magyar valamelyik elemzési szempontjanak (token, lemma,
morfologiai elemzések tobb tipusban, szofaji cimke, fliggéségi cimke és fej).

A tablazatos forma létrehozasa megkovetelt egyfajta elvi szintii egységesitést
is, ugyanis a két elemzd tokenizalasi szemlélete is eltér, illetve a gyakorlatban
létrejott eredmény is kiilonbozhet t6bb esetben (ez utobbirol részletesebben 1d.
Eredmények szekcioban). A szemléletbeli eltérés kritikus pontja a whitespace ka-
rakterek kezelése. Az e-magyar tokenizalésa viszonylag intuitiv: a tokenek azok az
egységek, amelyeket az elemzérendszer egy szonak vagy egy kozpontozasi nyelvi
forméanak itélt. Whitespace karakterek alapvet&en nem keriilnek a tokenek kozé,
csak azokban az esetekben, amikor azok is a token szerves részét képezik (pl.
szokozzel tagolt szamok esetén; ,1 441-4000” egy tokennek szamit). Ezzel szem-
ben a HuSpaCy a newline karaktert tartalmazo6 whitespace-karakter-csoportokat
tokenként tiinteti fel, s6t, elemzést is probal tarsitani hozzajuk, amelyeknek az
esetek tobbségében természetesen nincsen értelme. Ezek a whitespace bemenetek
szerencsére informatikailag kisztirhetsk, ezt a Launcher meg is valositja.

A fligg6ségi elemzés Osszehasonlitdsanal nagy kiilonbséget okoz az, hogy nem
ugyanazzal a cimkehalmazzal dolgozik a két elemzd, igy ezek kozott konverzio
sziikséges. Az alkalmazés komponensei k6zott igy megtalalhato a dep_converter
fajlban egy egyszert, szotar jellegii konverter, amely erre tesz kisérletet. Mivel a
HuSpaCy altal hasznalt Universal Dependencies 6 cimkehalmaz jéval bévebb az
e-magyar altal hasznalt halmaznal (Vincze és mtsai, 2010), a konverzi6 a HuS-
paCy cimkéirdl torténik az e-magyar cimkéire. A nem egyezd szamossag miatt a
megfeleltetésben alapvetGen torténik informacidvesztés, és emellett néhany cim-
ke esetén éppen az e-magyar dolgozik részletesebb megnevezésekkel, igy nem is
teljesen egyértelmi a konverzié még egy irdnyban sem. Mindenesetre a konver-
ter — bar elkeriilhetetleniil magaban hordoz egyfajta pontatlansagot — legalabb
alapvetd szinten kozos nevezdére tudja hozni a cimkéket, igy mar értelmezhetd
kozottiik 0sszehasonlitas, egyenlGségvizsgélat.

A formai kiilonbozdség mellett a dependencia elvi szinten is eltér az elem-
z6kben. Az e-magyar fliggéségi elemzése minden mondatban beszamozza a to-
keneket 1-t6l a mondat hosszaig. A dependenciafa gyokerének valasztott elem a
0 fejcimkét kapja, a tobbi token pedig annak az elemnek az indexét, ami az &
feje a fliggbségi faban. 0 cimkét kap még tipikusan a mondatzaré irasjel, illetve
néhany nemtipikus esetben egy-egy olyan elem, amelyet az elemzés sehova sem
tudott megfeleléen bekstni (1d. Eredmények szekcio). Igy az e-magyar tisztan
indexekkel dolgozik, amelyek koziil néhanyhoz (a 0-4s indexekhez) nem is tarto-
zik token. Ehhez képest a HuSpaCy dependenciafejként rogton azt a tokent adja
vissza, amely fejként szolgal, ROOT esetében pedig énmagat. Igy a Launcher a
HuSpaCy logikdjahoz igazodva visszavezeti az e-magyar indexeit is tokenekre,
hogy lehessen tényleges egyenlségvizsgalatot végezni a dependenciafejekre is.

5 https://universaldependencies.org/u/dep/index.html
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A névelemfelismerés esetében is sziikség van egy minimalis egységesitésre:
az e-magyar altal hasznalt ,1-” és E-” cimkéket a HuSpaCy ,B-", illetve ,I-”
cimkéjére konvertaljuk.

A tokenizalasban azokat az eseteket is tudnunk kell kezelni, amikor a két
elemzd kiilonb6z6 tokenizalasi eredményt ad. Ez altalaban elcstuszast eredményez
az Osszehasonlitasi tablazat soraiban. A Launcher ezt heurisztika segitségével
szintén megoldja.”

3.3. Teljesitményjavitas

A morfologiai elemzéshez az e-magyarban 2 formatum all rendelkezésre: az xpos-
tag és az upostag (utdbbi jelenti a Universal Dependencies stilusi annotaciot).
Az elemzglancben a morfologiai részt az EmMorph komponens valositja meg.
A HuSpaCy-ben szintén megtalalhatd egy integracion keresztiill az EmMorph
komponens, igy a HuSpaCy is képes azt a részletes és szemléletes cimkehal-
mazt hasznélni, amelyet az e-magyar xpostag. A HuSpaCy el6szor lefuttatja
az EmMorph-komponens elemzését, majd ezt atkonvertalja UD-forméatumra is
(Vadész és Simon, 2019). Ezutan lefuttatja a SpaCy-jellegt, sajat morfologiai
elemzését is, amely alapbol UD-formatumu. Az integracios feladat nehézsége ab-
ban rejlik, hogy az EmMorphbol kézvetleniil és konverzidval kapott eredmények
listak a lehetséges elemzésekrsl, az integralt komponens ugyanis az egyértelmi-
sitési logikat (tehat a valoban helyes elemzés kivalasztasat) nem tartalmazza.
Ezt kell megvalositania az integrald kodrészletnek. Ehhez Gsszeveti a lista ele-
meit a sajat elemzésével, és az annak leginkabb megfelel6 EmMorph-elemzéseket
adja vissza. Az integracié bizonyos szintd hibat visz a rendszerbe, ugyanis a
kivalasztas alapjaul szolgalé metrika sok esetben nem a helyes valasztast adja
meg, illetve bizonyos tokenekre az integralt komponens sem fut le megfeleléen
(None eredményt kapunk). Tovabbi érdekesség, hogy az eredeti integracios val-
tozat hasznalataval az elemzés tObb esetben Gssze is omlik, ugyanis nem tudja
megfelelen kezelni a fels- és tilzofokn mellékneveket. Egy parhuzamosan futo
projekt keretében ezt az integraciét informatikailag is javitottuk. Jelen Gsszeha-
sonlitast lefuttattuk az eredeti verzi6® hibamentesitett valtozataval® és a javitott
valtozattal is. Jelen tanulményban a két valtozat eredményeit egyarant kozoljiik,
a javitasi folyamat informatikai részleteit és a jovében varhatoan elkésziils vég-
leges verziojat egy kiilon tanulmanyban mutatjuk be.

A Launcher lefuttatasa utan kapott eredményeket részletesen kiértékeltiik,
az ebbdl levont kovetkeztetéseket nyelvi szintenként kozoljiik.

" Ennek részletes leirasat a Launcher dokumentacioja tartalmazza.

8 https://github.com/huspacy /huspacy /blob/master/docs/recipes/emmorph.md

9 A tovabbiakban ezt a hibamentesitett valtozatot hivjuk eredeti valtozatnak, ugyanis
a program logikaja a hibajavitas mellett is alapvetGen valtozatlan maradt.
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4. Eredmények

4.1. Tokenizalas

A tokenszam alapvetéen kiilonbozik: a HuSpaCy 46607 tokent talalt, mig az
e-magyar 46452-t. Az eltérést kategorizalni lehet az alabbi tipusokba:

— zarojelben (,,()” vagy ,,[|”) 1év6 mondat utolso szava utani pontot az e-magyar
a sz0 részének veszi (nem kiilon token a pont), a HuSpaCy pedig nem (153
elgfordulas)

— ,(1)” : HuSpaCy szerint 3 token, e-magyar szerint 2: ,,(” és,,1)” (7 eléfordulas)
— harmas kotGjeles sz6: e-magyar szerint a kétGjelek és a szavak is kiilon toke-
nek (5 token), HuSpaCy szerint pedig az egész 1 db token (5 esetért felel)

— sz0kozzel tagolt szamok: HuSpaCy kiilon tokennek veszi 6ket szokoz szerint,
az e-magyar viszont egyben kezeli a szamokat, 1 db tokent készit (5 esetért
felel)

— sorszam (pl. ,13.7, ,,2022.”): e-magyar szerint kiilon token a pont, HuSpaCy
szerint nem (3 esetért felel)

A maradék elcsuszasért 1 vagy 2 el6fordulasban egy-egy specialis token felel.
Ezek szinte mind atipikus kifejezések, példaul réviditések, specialis sorszamok,
koézpontozasi csoportok, helyesirasi hibas alakok kozvetlen kérnyezetében talal-
hato kifejezések. Nem lathato egyértelmd tendencia arra nézve, hogy az egyik
elemzd ezeket inkabb egy tokennek, mig a méasik tobbnek venné, vegyesen elsfor-
dul mindkét elemzénél mindkét hozzaallas. Ha ezeket az eseteket is kiilon-kiilon
szamoljuk, 6sszesen 15 szempont van, ahol a két elemz§ eltér.

Az eltérd eseteket manuélisan is attekintettiik és osztalyoztuk aszerint, hogy
biztosan hibés-e az egyik elemzs, vagy pedig vitathatd, hogy melyik elemz&nek
adjunk igazat'®. Az eset eléfordulasi szamaval valo stlyozas nélkiil a HuSpaCy 6
esetben egyértelmiien jobb az e-magyarnal, az e-magyar 5 esetben a HuSpaCy-
nél, és 4 db véleményes eset van. Igy a HuSpaCy jobb az Gsszes eset 40%-aban és
az egyértelmd esetek 54,54%-aban. Stlyozassal (188 hibahellyel és a fent kozolt
el6fordulasi szamokkal) szamolva a HuSpaCy 169 db esetben jobb, az e-magyar
11 esetben, illetve 8 véleményes esetrdl beszéliink. A HuSpaCly itt egyértelmiien
jobb, az Gsszes eset 89,9%-aban gy6z az e-magyar elemzéséhez képest, az egyértel-
mii eseteket tekintve pedig ez az ardny 93,9%-0s. A zardjelben 1évé mondatokon
tehat az e-magyar szinte konzekvensen hibézik, és mivel a tesztszoveg ilyen ese-
tekben bdévelkedett, a 153 el6fordulés a tobbi eltérési esethez képest kiugroan
magas. Azonban sulyozas nékiil is lathato, hogy a HuSpaCy jobb teljesitményt
nytjt, mint az e-magyar.

4.2. Morfolégia

Ahogyan a Teljesitményjavitas részben is lathattuk, a morfologiai elemzéshez
tobbféle kimenettel is dolgozhatunk. Jelen elemzésiinkben az EmMorph kom-
ponens altal hasznélt cimkehalmazzal dolgozunk, amely szemléletes és részletes

10 Bz az elemzés, illetve minden tovabbi elemzés részletes adatai a GitHub repository-
ban lesznek elérhetéek.
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elemzést nyujt a tokenek morfologiai szerkezetérsl. Igy az Gsszehasonlitas so-
ran az EmMorph-beli elemzési eredményeket hasonlitunk 6ssze, amelyeket a két
elemzd kivalaszt mint helyes morfologiai elemzést. Az eredeti Huspacy-EmMorph
integracio felhasznalaséval 46635 tokenen futtatva azt kaptuk, hogy 18796 eset-
ben kiilonbozott az elemzés (40,3%), specialis karakterek nélkiil 11091 esetben
(23,8%), és ebbdl azok az esetek, amikor a Huspacy-EmMorph None eredménnyel
tért vissza (az integracio valamely részén toértént probléma miatt) 4987-en voltak.
A javitott integracioval ezek a szamok igy valtoztak: 13883 kiilonbség (29,8%),
ebbél a specidlis karaktereket kisztirve 6178 db (13,24%). (A None eredményti
esetek szama nem valtozott.)

A specialis karakterek felelnek a HuSpaCy-EmMorphban a None kimenetek
jelentds részéért, igy ezeket leszlirve sokkal informativabb képet kapunk arrol,
hogy milyen tipust szavakra nem miikodik megfeleléen a HuSpaCy. Ezekrél
elmondhat6, hogy tébbnyire jol meghatarozhaté tipusu szavak: vezetéknevek,
szervezetek nevei, helyesirasi hibas alakok, szamokat tartalmazo kifejezések. A
helyes, csak valamiért az elemz6 szaméara szokatlan szavak koziil néhany példa:
alacsonypadlds, ambiciozus, Covid szot tartalmazd kotGjeles szodsszetételek stb.

Mivel a None kimenetek szdma jelentGs és az eltérések szama is viszonylag
nagy, a HuSpaCy-EmMorph elemzé tobb bizonytalansagot mutat az e-magyarnal.
Ennek valamekkora része valdszintileg az integracié informatikai nehézségein
alapszik, igy a HuSPaCy-EmMorph a két eszkoz koziil jelenleg a kevésbé biz-
tonségos valasztas.

4.3. Lemmatizalas

A lemmatizalas soran is hasznélhatjuk a HuSpaCy-EmMorph integraciot, amely
elkésziti a lemmatizalt alakot. Elemzésiinkben az e-magyar sajat lemmatizalojat,
a HuSpaCy-EmMorph lemmatizéalasi eredményét, valamint a HuSpaCy SpaCy-
féle lemmatizalojat hasznaljuk. Ezzel 3 cimke kozott vizsgalunk egyenlGséget.

Az eredeti integraciot hasznalva 14826 kiilonbséget kapunk (31,8%), specialis
karakterek nélkiil 7121-et (15,2%), amelybol 4987 None kimenet. A javitott in-
tegracioval a kiilonbségek szdma 14398-ra csokken (30,9%), specialis karakterek
nélkiil szamolva 6693-ra (14,4%), amelybdl — a morfologidhoz hasonloan — 4987
None kimenett alak. Megfigyelhets tendencia, hogy az e-magyar és a HuSpaCy-
EmMorph meglehetésen gyakran koznevesiti azokat a tulajdonnévi lemmaékat,
amelyekben koznevet ismer fel (igy példaul a keresztneveket nem, a minisztéri-
umok neveit viszont igen), és ezt nem feltétleniil egymassal dsszhangban teszik.
Viszont az e-magyar a csupa nagybetts vezeték- és keresztneveket képes vissza-
alakitani megfelel§ tulajdonnévi formara (pl. BRENNER-b6l Brenner), mig a
HuSpaCy ezeket meghagyja eredeti forméjukban. Azonban az egyik megfigyelési
sziirés soran fény deriilt az e-magyar egy sulyosabb hibajara: a Novdk vezetéknév
lemmaja 8 alkalommal Nova az e-magyar elemzésében.

Tovabbi érdekesség, hogy a -va/-ve ragot a HuSpaCy meglehet&sen nehezen
tudja kezelni. Egy eset kivételével az Gsszes olyan esetben, ahol hibazik - azaz
vagy tévesen levilaszt egy -va/-ve szovégzédést, vagy pedig nem valaszt le egy
-va/-ve toldalékot -, a lemma részének értékeli a -va/-ve toldalékot, abban az

178



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

egy kivételes esetben pedig rosszul képez lemmat a szobol (vezényelve — vezé-
nyelv). A -va/-ve végzddési szavakat lesziirve a ténylegesen ragozott alakokra
125 elsfordulast kapunk (tegyiik fel, hogy most csak a toldalék jelenlétét figyel-
jik, nem pedig ennek a helyességét). Ebbél az illetve szonal konzekvensen egyik
elemz6 sem valasztja le a toldalékot, és 9 tovabbi sz6 esetében szintén mindkét
elemz6 a lemméan hagyja a -va/-ve ragot (ezeknél viszont nem minden esetben
mondhato6 el a konzekvencia, vagy tul kevés az el6fordulas, hogy konzekvenciat
tudjunk megallapitani). A HuSpaCy hasonloan a lemma részének értékeli gyak-
ran a -hat/-het képzot is.

Mindharom elemz&eszkoz szdméara problémas a létige és annak kiilonbo6zd
modokon képzett és ragozott alakjai (629 token, a viszonylag tavolrol szarmaz-
tathato alakokat is beleszamitva, pl. lehetdség). A HuSpaCy a mult idejid és a
jelen ideji alak kiilonboz6 valtozataira mond van lemmaét (320 eset), a jové idejd
létigébdl szarmaztathato igei és igenévi alakokat lesz lemmaval jeloli (amennyi-
ben felismeri benne a létigei tovet: lehet, lenne, lennie stb.; 201 eléfordulas). Az
e-magyar a lesz alakot a lenne, lennie stb. szoalakokra javasolja (100 eset). Az
e-magyarnak van a valasza a van, volt és lehet alakjaira (436 eset). Egy volt
el6fordulasnél az e-magyar volt lemmét mond, a HuSpaCy van-t.

A None kimenetek nagy szdma miatt kijelenthetjiik, hogy a HuSPaCy-EmMorph
rossz teljesitményt nyajt. A fent kiemelt eseteket tekintve az a konklizié vonha-
t6 le, hogy az e-magyar pontosabban dogozik. Amikor azonban hibazik, akkor
a hibaja stulyosabb, mint a HuSpaCy-é, amely bizonytalansig esetén tobbnyire
valtozatlanul hagyja a szdvegbeli alakot.

4.4. Szofaji cimkézés

Osszesen 4-féle mod van szofaji cimkézésre: a HuSpaCy pos és tag elemzése,
amely a SpaCy-bdl ered, és egyszeri / részletezett cimkézést hajt végre, valamint
a HuSpaCy-EmMorph-bdl eredd pos-cimke és az e-magyar sajat cimkéi.

Az eredeti integracioval itt 13540 kiilonbségrosl indulunk (29%), specialis ka-
rakterek nélkiil 5835-r6l (12,5%), amelyekbsl None kimenetd eset tovabbra is
4987 (10,7%). A javitott valtozat itt nem valtoztat a szdmokon.

Erdekes jelenség, hogy a két elemzd kozott nincsen 100%-os egyetértés a
PUNCT cimkék kiosztédsaban. Az e-magyar az aposztrofot, valamint a megkii-
16nboztetetten alsod és fels§ idézdjelet felismeri PUNCT elemként, a HuSpaCy
viszont mindenféle mas cimkét ad ezeknek, PUNCT cimkét egyszer sem. Olyan
tokenek is el6fordulnak, amelyeket a HuSpaCy PUNCT cimkével latott el, az e-
magyar pedig az ADJ, NOUN vagy NUM cimkék valamelyikével: ):, §, 15:00 stb.
Mindkét elemzének vannak nehézségei a kézpontozasi karakterek megallapitasa-
ban, viszont inkabb az e-magyar keriil ki gy6ztesként ebbdl az Gsszehasonlitasbol.

Az eredeti bemenet els6 929 tokenes részében kézzel is attekintettiik azt a
16 tokent, amelyeknél az elemzgk kiilonbozs, de értelmes eredményt adtak (te-
hat azoktol az esetektdl eltekintettiink, amelyeknek a HuSpaCy-EmMorph None
kimenetet ad, hiszen ezek mindenképpen hamis eredményt adnak az 6sszehason-
litasnal). A 4 eszkoz koziil a HuSpaCy tag nytjtja a leggyengébb teljesitményt,
a tobbi harom nagyjabol hasonléan jol teljesit.
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4.5. Fligg6ségi elemzés

A fiiggbségi elemzés kérdésében mindkét elemzs elég bizonytalan. A kezdeti tesz-
tek lefuttatasa utan ugy dontottiink, a széveg elsé néhany bekezdésén készitjiik
el az 6sszehasonlitasi elemzést, ugyanis ez egy mindossze 929 tokenes, belathato
és manuélisan ellenérizhet6 méreti bemenet. Ez a szovegrészlet nem tartalmazza
azt a mondatot, amely az e-magyar elemzésében siilyos elvi hibat okoz.

Az elvi hiba az, hogy az e-magyar nem allapit meg ROOT cimkét a kovetkezs
mondatban: ,,(Szérvanyos taps a Momentum soraiban.)”. (A mondat ténylegesen
zardjelben van az eredeti szovegben.) Az a token, amelynek ezt a cimkét fel
kellene vennie (taps), APPEND cimkét kap. A mondat szinte minden tekintetben
normalis, egy tipikus tokenizalasi hiba van benne: a zéaréjelben 1évé mondat
utolso szava és a mondatvégi irdsjel egy tokenné kategorizalasa. Azonban van egy
minimélparja és 94 hasonlo szerkezeti (,,(Taps a [...] soraiban.)”) rokon jellegi
mondata a szévegben, és mindegyik kap ROOT cimkét.

Elvi hibaja a HuSPaCy-nek is van; errél esett mar néhany sz6 a kiilonbségek
kiegyelésénél. Mivel a dependenciafej valasztésa a teljes tokenkészletbdl dolgozik,
elsfordul, hogy egy whitespace-csoportot kap fejként valamelyik token.!!

A dependenciacimke 289 esetben (31,1%) kiilonbozik a két elemzd esetében
(itt megjegyezziik, hogy ennek bizonyos részét a konverziobél adodo hibak is
okozhatjak). Ebbdl azon esetek szama, ahol a fej sem egyezik, 222 db (23,9%). A
fej 6sszesen 437 helyen (47%) nem egyezik a két elemzdnél. Az adatokra ranézve
itt is lathatjuk, hogy a specialis karakterek meglehet&sen kérdéses esetek, igy itt
is kisztirhetjiik 6ket. Ekkor a dependenciacimke 286 (30,1%) esetben kiilonbozik,
a dependenciafej 306 esetben (32,9%), mindketts egyszerre pedig 221 esetben
(32,8%) tér el.

Erdekes eset az és kot6szo is. A 16 db elsforduld és token mindegyike ese-
tében kiilonbozik a fej, és 15 esetében meg is allapithato, hogy az e-magyar az
els6 lehetéséget, a HuSpaCy pedig a méasodik lehetGséget valasztja. Ebben a
tekintetben tehat a HuSpaCy miikodik az UD elveknek megfelelgen'?.

1 Ezt azért nem lehet megoldani ugyanolyan eredményszintl sztiréssel, mint az ed-
digieket, mert itt ,bemenetet” kellene sztirniink, azt a halmazt, amibsl a HuSpaCy
dolgozik a fejek valasztasanal. Kisebb technikai nehézség, hogy amikor a fejként ka-
pott whitespace-csoport tartalmaz sortorést, akkor ez ténylegesen sortorésként (nem
pedig ,,\n” karakterként) jelenik meg, igy elcsusztatja a tablazatot. Ezt is megoldja
a Launcher olyan modon, hogy az ilyen esetekben a valédi fej helyett ,HEAD IS
WHITESPACE!” {izenettel helyreallitja a tablazatot. Mivel a bemeneti szoveg gya-
korlatilag barmilyen mennyiségl és Osszetételd whitespace-csoportot tartalmazhat,
egységesen kezeljiik a sortorés tartalmazasanak ténye alapjan az Gsszes lehetGséget.
(A szokozok és tabulatorok nem okoznak ilyen elcstiszast, igy ezeket eredeti for-
majukban hagyjuk, igy is megfelels informaciot hordoznak.) Ezzel veszitiink annyi
informaciot, hogy pontosan milyen Osszetétel a csoport, de mivel egyébként is ér-
telmetlen a token, és nyilvan hibas, hogy fejként szerepel, ezzel a gyakorlatban nem
veszitliink érdemi informaciot. A roviditett bemeneti fajlban 8 ilyen eset szerepel
(0,9%).

12'A Universal Dependencies ttmutatasa alapjan a mellérendelések els§ elemét te-
kintjiikk a sziil6 csomoépontnak: ,Coordinate structures are in principle symmetri-
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Osszességében tehat azt latjuk, hogy az e-magyar van, hogy eltér a Universal
Dependencies formatumtol, amelyre az elemz6t hasznalo jogosan szamithatna.
Fiiggsségi elemzésre inkdbb a HuSpaCy hasznélata alkalmas, kiszamithatoséga
és b6vebb cimkehalmaza miatt.

4.6. Névelem-felismerés

A HuSpaCy egyértelmiien sokkal t6bb névelemet talal meg egy adott szévegben,
mint az e-magyar. Ennek feloldasdhoz az alap orszéggytlési fajl els6 néhany
bekezdését (929 tokenes rész) manuéalisan is annotaltuk, és ehhez viszonyitva is
megnéztiik az elemzdk teljesitményét.

A névelemek felismerését tobbféleképpen is megkdzelithetjiik, és az alabb
felsoroltak koziil a Launcher mindegyiket megvalositja. Az elsé megkozelités az,
hogy minden egyes tokenrdl meg tudjuk mondani, hogy névelem-e, ehhez hasznal-
hatjuk az IOB-notaciot, amely mindkét elemzében megtalalhatd. Az eredmények
a teljes fajlon futtatva: 46635 tokenbdl 1402 esetben (3%) van eltérés. A HuS-
paCy 44099 db tokent azonositott nem-névelemként, az e-magyar pedig 44689
db-ot, ebbdl az 590-es kiilonbségbdl lathato, hogy 10000-es nagysagrendi hossza
bemenet esetén koriilbelil 100-as nagysagrendii eltérés van az elemzdk kozott. A
kézzel annotalt, roviditett tesztfajlon 929 tokenbsl 18 kiilonbséget latunk (1,9%),
a HuSpaCy 10-zel t&bb névelemet talalt.

A masik megkozelités arra fokuszal, hogy egy adott tulajdonnév milyen cim-
két (cimkéket) kap a teljes szovegen beliil. A Launcher altal elallitott tablazat-
ban els6ként a HUSpaCy és e-magyar altal megitélt cimkék halmazainak egyen-
16ségét latjuk, majd a kézosen megtalalt névelemet, illetve rendre a HuSpaCy és
az e-magyar altal megitélt cimkék halmazat. Természetesen vannak névelemek,
amelyeket a mésik elemz nem feltétleniil talalt meg, ezeket a tdblazat utan lista-
ba gytjtve lathatjuk (ezuttal az egyenlGségvizsgalat és a masik elemz6 halmaza
nélkiil). Ez a tipust megkozelités 283 kozosen megtalalt névelemet jelez az ere-
deti bemeneten, valamint 288 csak a HuSpaCy altal megtalalt névelemet és 28
csak az e-magyar altal megtalalt névelemet. (Fontos megjegyezni, hogy itt egy
token teljesen megegyezs el6fordulasait egynek szamoljuk.) A 284 db kozdsen
megtalalt névelem esetén a cimkehalmaz 51 esetben tér el (18%).

A cimkéket Gsszefoglalva az latszik, hogy az e-magyar esetében az ORG meg-
allapitasa a legnehezebb. Az e-magyar altal ORG-nak itélt szavak szinte mind-
egyikéhez a HuSpaCy talalt més értelmezést is. Az dnmagukban allo6 vagy tol-
dalékolt orszagnevekben konzekvens eltérés figyelhet6 meg: a HuSpaCy mindig
ORG-nak, az e-magyar mindig LOC-nak tekinti Sket. Az e-magyar sok eset-
ben nyilvanvaloéan téved (pl. személyneveknél ezt a szoveg vagy gold standard
cimkeézés nélkiil is meg lehet allapitani), igy er6sen valoszint, hogy a HuSpaCy
teljesitményét ebben a komponensben jobbnak mondhatjuk. Az 4.6 tablazatban
lathatunk egy Osszehasonlitast a rovid fajlrészleten, manualis elemzéssel.

cal, but the first conjunction is by convention treated as the parent (or “techni-
cal head”) of all subsequent coordinated clauses via the conj relation.” (https://
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névelem kézi HuSpaCy e-magyar névelem kézi HuSpaCy e-magyar
Orszaggytilés ORG ORG ORG Sztics Lajos PER PER PER
Hiszékeny Dezs6 PER  PER PER Haz ORG  nincs ORG
Orszaggyilés(rsl) ORG ORG nincs Orszaggyilés ORG  ORG ORG
Fidesz ORG ORG ORG Orszaggyilés ORG MISC ORG
Ungéar Péter PER PER PER LMP ORG ORG nincs
UNGAR PETER PER ORG nincs LMP ORG ORG nincs

Orszaggytilés ORG PER ORG | EU(-integraci6) ORG nincs nincs

Magyarorszag LOC LOC LOC |Magyarorszag(on) LOC LOC LOC

Thomas Piketty PER  PER PER Magyarorszag LOC LOC LOC

Eurépai Uni6o(tol) ORG ORG ORG Magyarorszag LOC ORG LOC

Eurépai Uni6é ORG ORG ORG | Eurdpai Unio(t) ORG ORG ORG

Egyesiilt Allamok(kal) LOC ORG LOC Eurépai Uni6 ORG ORG ORG

Audi(nak) ORG ORG ORG Tanécs ORG ORG nincs
Rétvari Bence PER PER nincs Audi ORG ORG ORG
Magyarorszag(nak) LOC ORG LOC Audi(nak) ORG ORG nincs
Audi(nak) ORG ORG ORG Haz(nak) ORG ORG ORG

Bundestag(nak) ORG ORG ORG

1. tablazat. NER-0sszehasonlitas. Az elss és 6t0dik oszlop a human elemzés sordn meg-
talalt névelemeket, a ,kézi” oszlop a humén cimkét, a HuSpaCy és e-magyar oszlopok
pedig az elemzGk &ltal adott cimkét tartalmazzak, illetve a ,nincs” szot, ha az adott
elemz§ az adott névelemet nem jel6lte meg.

A manualis elemzés 35 db névelemébdl teljes egyezés 19 db (54,3%). A HuS-
paCy 25 alkalommal cimkézett jol (71,43%), 2 alkalommal (5,71%) nem talalta
meg a névelemet, 7 alkalommal rossz cimkét adott (20%). Az e-magyar 26 alka-
lommal teljesitett jol (74,29%), 8 névelemet nem talalt meg (22,86%), nem volt
olyan, hogy rossz cimkét adott volna (0%).

Osszességében megallapithatjuk, hogy a HuSpaCy joval nagyobb fedéssel dol-
gozik, viszont az e-magyar tipuscimkéi pontosabbak.

5. Osszegzés

Az Gsszehasonlitas eredményei alapjan megéllapithato, hogy a HuSpaCy és az
e-magyar elemzsk kiilonb6z6 erdsségekkel és gyengeségekkel rendelkeznek, igy
a valasztas a konkrét alkalmazasi céltol fiige. A HuSpaCy kivalo teljesitményt
nyujt tokenizalasban, névelem-felismerésben és dependenciacimkézésben, kiilo-
noésen ipari kornyezetben, ahol gyorsasaga és precizitasa elényt jelenthet. Ugyan-
akkor a morfologiai és lemmatizalasi teljesitménye, kiilonosen az EmMorph in-
tegracio soran tapasztalt problémak miatt, alulmilta az e-magyart. Az e-magyar
elemz6 pontosabb morfologiai és lemmatizalasi eredményeket nytjtott. Osszeha-
sonlitasunk természetesen nem teljeskord; egy adott stilusrétegbe tartozo széveg

universaldependencies.org/u/dep/conj.html), a kot&szot pedig mindig az utolso6
elemhez kotjiik (https://universaldependencies.org/u/dep/cc.html).
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egy példanyan vetettiik Ossze a két elemzét, korlatozottan kvantitativ moédon.
Teljesebb, pontosabb és nagyobb volument Osszehasonlitast tenne lehetévé egy
olyan szoveg, amely megfelel6en nagy meéretd, és minden nyelvi szinten gold
standard annotacioval van elldtva. Ennek elGallitasa még varat magara. Tovab-
bi feladataink kozé tartozik a HuSpaCy-EmMorph integraci6 javitasa, hogy az
egyébként kiegyensulyozott teljesitményt nyijté HuSpaCy a lemmatizalas és a
morfologia terén az e-magyaréhoz hasonloé pontossaggal tudjon dolgozni.

Ko6szonetnyilvanitas

A kutatast az MTA | Tudomany a Magyar Nyelvért Nemzeti Program” tamogat-
ta.

Hivatkozasok

Csendes, D., Csirik, J., Gyimothy, T.: The Szeged Corpus: A POS tagged and
syntactically annotated Hungarian natural language corpus. In: Proceedings of
the 5th International Workshop on Linguistically Interpreted Corpora (LINC
2004) at The 20th International Conference on Computational Linguistics
(COLING 2004). pp. 19-23 (2004)

Honnibal, M., Montani, 1., Van Landeghem, S., Boyd, A.: spaCy: Industrial-
strength Natural Language Processing in Python (2020)

Indig, B., Sass, B., Simon, E., Mittelholcz, I., Kundrath, P., Vadéasz, N.: emtsv —
Egy formatum mind felett. In: Magyar Szamitogépes Nyelvészeti Konferencia.
Szeged (2019), in Hungarian

Novéak, A.: A New Form of Humor — Mapping Constraint-Based Computa-
tional Morphologies to a Finite-State Representation. In: Proceedings of
the Ninth International Conference on Language Resources and Evaluati-
on (LREC 2014). European Language Resources Association (ELRA), Paris
(2014)

Novéak, A., Siklosi, B., Oravecz, Cs.: A new integrated open-source morphological
analyzer for hungarian. In: Proceedings of the Tenth International Conference
on Language Resources and Evaluation (LREC 2016). European Language
Resources Association (ELRA), Paris (2016)

Orosz, Gy., Novak, A.: PurePos 2.0: A Hybrid Tool for Morphological Disambi-
guation. In: Proceedings of the International Conference on Recent Advances
in Natural Language Processing (RANLP 2013). pp. 539-545 (2013)

Orosz, Gy., Szabo, G., Berkecz, P., Szanto, Zs., Farkas, R.: Advancing Hunga-
rian Text Processing with HuSpaCy: Efficient and Accurate NLP Pipelines.
In: Ekstein, Kamil and Partl, Frantisek and Konopik, Miloslav (szerk.) Text,
Speech, and Dialogue. pp. 58-69. Springer Nature Switzerland, Cham (2023)

Orosz, Gy., Szanto, Zs., Berkecz, P., Szabd, G., Farkas, R.: HuSpaCy: an
industrial-strength Hungarian natural language processing toolkit. In: XVIII.
Magyar Szamitogépes Nyelvészeti Konferencia. pp. 59-73 (2022)

183



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

Qi, P., Zhang, Y., Zhang, Y., Bolton, J., Manning, C.D.: Stanza: A Python na-
tural language processing toolkit for many human languages. In: Proceedings
of the 58th Annual Meeting of the Association for Computational Linguistics:
System Demonstrations (2020)

Simon, E., Indig, B., Kalivoda, A., Mittelholcz, I., Sass, B., Vadasz, N.: Ujabb
fejlemények az e-magyar haza tajan. In: Berend, G., Gosztolya, G., Vincze,
V. (szerk.) XVI. Magyar Szamitogépes Nyelvészeti Konferencia. pp. 29-42.
Szegedi Tudoményegyetem Informatikai Tanszékcsoport, Szeged (2020)

Straka, M.: UDPipe 2.0 prototype at CoNLL 2018 UD shared task. In: Pro-
ceedings of the CoNLL 2018 Shared Task: Multilingual Parsing from Raw
Text to Universal Dependencies. pp. 197-207. Association for Computatio-
nal Linguistics, Brussels, Belgium (October 2018), https://www.aclweb.org/
anthology/K18-2020

Vadasz, N., Simon, E.: Konverterek magyar morfologiai cimkekészletek kozott.
In: XV. Magyar Szamitogépes Nyelvészeti Konferencia. pp. 99-111. Szegedi
Tudoméanyegyetem TTIK, Informatikai Intézet, Szeged (2019)

Vincze, V., Szauter, D., Almasi, A., Moéra, Gy., Alexin, Z., Csirik, J.: Hungarian
Dependency Treebank. In: Proceedings of LREC 2010. ELRA, Valletta, Malta
(May 2010)

Varadi, T., Simon, E., Sass, B., Ger6cs, M., Mittelholtz, 1., Novék, A., Indig, B.,
Proszéky, G., Vincze, V.: Az e-magyar digitalis nyelvfeldolgozé rendszer. In:
XIII. Magyar Szamitogépes Nyelvészeti Konferencia (MSZNY2017). pp. 49-
60. Szegedi Tudomanyegyetem Informatikai Tanszékcesoport, Szeged (2017)

Zsibrita, J., Vincze, V., Farkas, R.: magyarlanc: A toolkit for morphological and
dependency parsing of Hungarian. In: Proceedings of RANLP. pp. 763-771
(2013)

184



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

HuAMR: A Hungarian AMR Parser and Dataset

Botond Barta!, Endre Hamerlik!, Milan Konor Nyist?, Judit Acs!
{botondbarta,hamerlik.endre,acsjudit}@sztaki.hu,
nyist.milan78@gmail.com

'HUN-REN Institute for Computer Science and Control
2E6tvos Lorand University

Abstract. We present HuAMR, the first Abstract Meaning Represen-
tation (AMR) dataset and a suite of large language model-based AMR
parsers for Hungarian, targeting the scarcity of semantic resources for
non-English languages. To create HuAMR, we employed Llama-3.1-70B
to automatically generate silver-standard AMR annotations, which we
then refined manually to ensure quality. Building on this dataset, we
investigate how different model architectures — mT5 Large and Llama-
3.2-1B — and fine-tuning strategies affect AMR parsing performance.
While incorporating silver-standard AMRs from Llama-3.1-70B into the
training data of smaller models does not consistently boost overall scores,
our results show that these techniques effectively enhance parsing accu-
racy on Hungarian news data (the domain of HuAMR). We evaluate our
parsers using Smatch scores and confirm the potential of HuAMR and
our parsers for advancing semantic parsing research.

1 Introduction

Large Language Models (LLMs) have revolutionized the field of natural language
processing, achieving state-of-the-art results across tasks like translation, sum-
marization, and question answering (Brown et al., 2020; OpenAl, 2023; Touvron
et al., 2023). These models have demonstrated remarkable capabilities in under-
standing and generating human-like text, opening up a wide range of research
and application possibilities.

Despite these advancements, LLMs often exhibit issues related to factual
accuracy and consistency, sometimes generating outputs that are incorrect or
misleading (Ji et al., 2023; Maynez et al., 2020). This limitation is particularly
evident in tasks requiring deep semantic understanding and faithful representa-
tion of information (Cao et al., 2022).

A critical challenge underlying these issues is the representation of meaning
in the generated text. LLMs primarily rely on statistical patterns in data, which
can lead to a lack of deep semantic comprehension (Bender et al., 2021). Ab-
stract Meaning Representation (AMR) (Banarescu et al., 2013) offers a solution
through a structured, graph-based formalism that represents the core meaning
of sentences. This representation enables more accurate language understanding
and generation.
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AMR has been successfully applied in various contexts to improve semantic
interpretation. For instance, Zhu et al. (2020) explored ways to integrate AMR-
derived graph information into Transformer-based architectures, demonstrating
how semantic graphs can enhance model performance on parsing tasks. Dou et al.
(2022) further showed that leveraging AMR can improve factual consistency in
summarization, underscoring the potential of AMR to enhance both the quality
and accuracy of generated text.

Despite these advancements, most AMR resources and tools are available
only for English, limiting the broader applicability of these techniques (Blloshmi
et al., 2020). There is a critical need to develop AMR tools for a wider range of
languages to enhance the semantic capabilities of LLMs globally.

In this work, we address this gap by translating the gold standard AMR
(AMR 3.0 Knight et al. (2020)) dataset into Hungarian, creating a valuable re-
source for this language. We present and publish a suite of language models,
ranging from small (1B parameters) to large (70B parameters), capable of gen-
erating AMRs for Hungarian texts'. Our main contributions are:

— Creation of a Hungarian AMR dataset: We translate the AMR 3.0
dataset into Hungarian, providing the first AMR resource for this language.
We also publish a synthetic AMR dataset (HuAMR) generated with a Llama-
3.1-70B model for further coverage.

— Development of high-performance Hungarian AMR parsers: We de-
velop and release a series of AMR parsers for Hungarian texts, via finetuning
mT5 Large and Meta Llama 3.2 models. These models enable accurate AMR,
graph generation for Hungarian, a significant advancement for low-resource
language processing.

— Extensive evaluation of modeling techniques: We conduct a thorough
analysis of different model architectures, examining the impact of additional
silver training data on AMR parsing performance. Our evaluation provides
valuable insights into optimizing cross-lingual AMR parsers for non-English
languages.

— Evaluation of data augmentation strategies: We leverage larger mod-
els to generate silver-standard AMR annotations for Hungarian texts, which
are then incorporated into the training data for smaller models. This ap-
proach enhances the performance of smaller models, demonstrating an effec-
tive strategy for low-resource settings.

These efforts pave the way for extending AMR parsing to multiple languages
and contribute toward the development of multilingual AMR parsers.

2 Abstract meaning representation

AMR is a semantic framework that represents the meaning of a sentence using
a graph structure, abstracted from specific lexical and syntactic forms. It cap-
tures key relationships, such as who performs an action, what the action is, and
! Resources available at https://github.com/botondbarta/HuAMR
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who or what it affects. In an AMR graph, nodes represent concepts like verbs,
entities, and PropBank framesets (Kingsbury and Palmer, 2002), while edges
denote semantic roles and relationships between these concepts. In cross-lingual
setting the nodes and edges are always labeled in English regardless of the input
language, and the entities are always lemmatized. AMR graphs are composed
of logical triples that describe relationships between sources and targets. These
triples provide an abstract, computationally readable representation of meaning,
which can be expressed in both graph and PENMAN notation, allowing AMR to
be applied in various natural language processing tasks like machine translation
and information extraction. An example for the sentence "The Hungarian boy
wants to go" is shown in Figure 1 using graph representation and PENMAN
notation. The sentence is represented with variables and concepts like want-01
and go-01, linked to the subject ("the boy") and the action. Modifiers like the
nationality "Hungarian" are captured using the :mod role, while the :wiki role
links the modifier to its corresponding Wikipedia page, "Hungary". The official
and more detailed description of AMR is available in the AMR specification?.

Graph representation PENMAN notation

(w / want-01
:ARGO (b / boy
:mod (¢ / country
:wiki "Hungary"
:name (n / name
:opl "Hungary")))
:ARG1 (g / go-01
:ARGO b))

Depth-first serialization after the preprocessing steps described in Section 4.3.
( w / want-01 :ARGO ( b / boy :mod ( ¢ / country :name ( n / name :opl
"Hungary" ) ) ) :ARG1 ( g / go-01 :ARGO b ) )

Fig.1: AMR notations for the sentence "The Hungarian boy wants to go".

3 Related Work

Vanroy and Van de Cruys (2024) explored cross-lingual AMR parsing for En-
glish, Dutch, and Spanish using both multilingual and monolingual configura-

2 https://github.com/amrisi/amr-guidelines/blob/master/amr.md
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tions of BART-large. Their findings indicate that monolingual models consis-
tently outperform multilingual ones, highlighting the limitations of multilingual
approaches in this context.

Instruction fine-tuned language models show strong generalization to unseen
tasks (Chung et al., 2024; Ouyang et al., 2022). However, standard parsing tasks
like AMR are usually excluded from such instruction datasets and models. Lee
et al. (2023) experimented with FLAN-T5 instruction fine-tuned models showing
significant improvement in AMR parsing over earlier BART (Lewis et al., 2020)
based models. Their work included a two step training approach: first a full fine-
tuning and then a parameter efficient fine-tuning using Low Rank Adaptation
(LoRA) (Hu et al., 2021).

Regan et al. (2024) created MASSIVE-AMR, a cross-lingual AMR, dataset
in the domain of question answering (QA) consisting of 1,685 utterances which
are localized in 52 languages, Hungarian included. However the dataset contains
some problems, as entities are inconsistently translated or left untranslated, and
sometimes appear in inflected forms, making the parsing process difficult. It also
lacks punctuation marks at the end of sentences, which are crucial as they often
indicate parts of the AMR.

More recently, Kang et al. (2024) experimented with cross-lingual AMR pars-
ing across 13 languages using a meta-learning model. They found that fine-tuning
a model on a small number of examples from previously unseen languages failed
to improve parser performance, underscoring the challenges of cross-lingual gen-
eralization in AMR parsing.

4 Data

4.1 Gold AMR graph - silver translation

To create Hungarian training data from the AMR 3.0 dataset we translated each
sentence into Hungarian using DeepL?3, keeping the AMRs unchanged. We refer
to this translated dataset as AMRY™235, We evaluated the translation quality with
a reference-free evaluation metric, COMET (Rei et al., 2020). The COMET score
of the translation is 85.2 4+ 0.7.

4.2 Silver Training Data

Following the methodology of Damonte and Cohen (2018) we used the Europarl
parallel corpus (Koehn, 2005) to generate silver training data. We used an En-
glish AMR parser to produce silver quality AMR graphs for the English sen-
tences. These AMR graphs then served as target representations for their corre-
sponding Hungarian translations.

3 https://www.deepl.com/
4 https://github.com/bjascob/amrlib-models/releases/parse_xfm_bart_
large-v0_1_0
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We also experimented with creating another silver training dataset by first
fine-tuning an adapter on the Llama-3.1-70B% model using the AMR 2" dataset.
The exact training process for this model is described in Section 5.1. With this
adapted model, we generated AMR graphs for 50k samples drawn from the
Hunsum-2 corpus (Barta et al., 2024) using the first sentence of each selected
article’s lead. We named this dataset HuAMR.

To ensure that the generated silver AMR graphs are high-quality, we vali-
dated them against PropBank frame argument descriptions verifying that the
argument structure of the frames in the graphs matched the arguments spec-
ified in PropBank. Many of the generated graphs included unnecessary ’'and’
operators. These operators were often introduced as the first node in the graph,
but the model frequently failed to end the AMR properly, resulting in incom-
plete structures. This problem broke the logical flow of the AMR, making the
graph inconsistent with the meaning of the sentence. Therefore, we validated the
graphs to ensure that whenever an ’and’ is used, it has at least two operands.
With these validations we discarded 6189 instances from the HuAMR dataset.
Of the remaining data, 3811 has been reserved for testing and the remaining 40k
are available for training.

We compared the three different datasets by the 15 most frequent top nodes.
These statistics are shown in Table 1. Notably, the ’and’ concept appears as
the most frequent node across all three datasets. Other frequently appearing
nodes include ’say-01’ and 'contrast-01’ which are prevalent in AMR 3.0 and
HuAMR, but different nodes like ’obligate-01’ and 'recommend-01’ appear
more frequently in Europarl.

It is important to note that HuAMR consists exclusively of news data,
whereas only a small fraction of AMR 3.0 is derived from news articles. This
difference in data composition may explain the variations in node frequency, as
news data typically includes a distinct set of linguistic structures and terminol-
ogy compared to other types of content.

4.3 Preprocessing

Before training we remove the wiki tags from the AMR graphs. The graphs are
then serialized using a depth-first approach, replacing newlines with spaces and
compressing multiple spaces into a single one. To ensure consistent tokeniza-
tion, a space is inserted before and after each parenthesis, as some tokenizers
may otherwise interpret consecutive parentheses as a single token. An example
serialization process is shown in Figure 1.

5 Experiments

5.1 Model for silver data generation

We fine-tuned a Llama-3.1-70B-Instruct model using LoRA under a 4-bit quan-
tization setup to enable efficient training on limited computational resources as

5 https://huggingface.co/meta-1lama/Llama-3.1-70B-Instruct
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AMR 3.0 # |HuAMR # |Europarl +#

and 7.0k|and 4.7k|and 57.7k
say-01 3.0k|[say-01 4.6k|contrast-01 37.4k
contrast-01 3.0k|contrast-01 2.2k|say-01 34.5k
multi-sentence 1.7k|possible-01 1.9k |obligate-01 24.0k
possible-01 1.7k|state-01 0.7k|cause-01 23.5k
cause-01 1.6k|cause-01 0.7k|possible-01 19.4k
state-01 1.5k|have-concession 0.6k|recommend-01 15.8k
have-concession 0.9k|win-01 0.5k|multi-sentence 14.0k
think-01 0.9k |announce-01 0.4k |need-01 11.2k
person 0.7k|find-01 0.4k |like-02 10.0k
have-03 0.6k|report-01 0.3k|have-concession 8.8k
have-condition 0.6k|show-01 0.3k|believe-01 7.4k
date-entity 0.5k |write-01 0.3k|think-01 6.7k
know-01 0.5k |start-01 0.3k|important-01 5.4k
have-degree 0.4k |decide-01 0.2k |have-03 4.7k

Table 1: The top-15 most frequent AMR nodes in AMR 3.0, HuAMR and Eu-
roparl.

it reduces the memory and compute requirements while preserving much of the
model’s capabilities, which makes it possible to train such a large model. LoRA
allows us to fine-tune the model by introducing a small number of trainable
parameters in low-rank matrices, significantly reducing computational overhead
compared to full fine-tuning. In our setup, we applied LoRA to all projection
layers of the transformer architecture. The LoRA specific hyperparameters in-
cluded a rank of 8, an alpha value of 8 with a learning rate of 5e-5. The task
type was set to CASUAL_LM.

5.2 Fine-tuning with additional silver data

We explored the effect of varying the amount of silver data on model performance
by training multiple models. Our experiments were carried out using two distinct
architectures: the mT5-large model (Xue et al., 2021) that follows a sequence-to-
sequence approach and the Llama-3.2-1B-Instruct model, reflecting the recent
trend toward decoder-only architectures. Both models are within the 1.2-1.3
billion parameter range.

For training, we used subsets from the training set of both the HuAMR corpus
and the silver Europarl corpus, testing different amounts of silver data in each
experiment. From the HuAMR corpus, we experimented with four data sizes:
10k, 20k, 30k, and 40k samples. These subsets were combined with the AMRanS
dataset to assess how increasing portions of silver data affected performance.

We also trained models using data from the silver Europarl corpus with
40k, 160k and 520k additional sentences. This allowed us to investigate how the

190



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

models respond to different amounts of data from a parallel corpus created by a
high-quality parser.

6 Results

6.1 Silver data

We evaluated the performance of our models on the test set of AMRY#% and
HuAMR using Smatch scores (Cai and Knight, 2013). The Smatch score mea-
sures the semantic similarity between two AMR graphs by calculating the overlap
of matched triples. For these calculations we used the Smatchpp (Opitz, 2023)
library. The scores are shown in Table 2.

Additional Data ‘ Smatch F;
Model
HuAMR Europarl | AMR"*" HuAMR
mT5 Large
mT5 Large - - 72.90 69.32
mT5 Large 10k - 72.28 73.65
mT5 Large 20k - 72.59 75.99
mT5 Large 30k - 71.98 75.26
mTH Large 40k - 72.22 76.11
Llama 3.2 1B

Llama 3.2 1B - - 67.43 54.44
Llama 3.2 1B 10k - 68.35 67.65
Llama 3.2 1B 20k - 68.41 70.10
Llama 3.2 1B 30k - 69.44 71.98
Llama 3.2 1B 40k - 69.59 73.03
Llama 3.2 1B - 40k 68.67 60.05
Llama 3.2 1B - 160k 70.70 62.92
Llama 3.2 1B - 520k 66.16 59.08

Table 2: Smatch F; scores for Llama 3.2 1B and mT5 Large models with in-
creasing training data sizes from silver datasets HuAMR and Europarl. A dash
(‘) indicates no additional data. The best score for each model is bolded, and
the overall best score is both bolded and underlined.

Table 2 reveals several key trends:

— Performance Superiority of mT5 Large: Across all configurations of
additional silver data from HuAMR and Europarl, mT5 Large consistently
outperforms Llama 3.2 1B in Smatch scores.
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— Saturation on AMR'2% Evaluation: Both models exhibit saturated
performance on the AMR!% dataset; additional silver data yields minimal
improvements in Smatch scores. This suggests that the models may have
already reached their maximum potential for this particular dataset, and
additional data may not provide sufficient new information to enhance their
parsing accuracy.

— Llama 3.2 1B’s Limitations with Europarl Data: Incorporating up to
520k additional Europarl training instances benefits Llama 3.2 1B, but this
model does not achieve parity with mT5 Large’s performance.

Building on the observation of performance saturation on the AMRY21 test
set despite increasing amounts of silver data, we conducted a control experiment
to investigate whether the mT5 Large model is already saturated on the training
set of AMR'4%%, We trained the models using varying amounts of both AMR?ars
and HuAMR training data while evaluating performance on the AMRY" test
set. The results, shown in Figure 2, reveal that introducing a small amount of
HuAMR data (100-2000 data points) provides a slight positive shift in perfor-
mance. However, when scaling the AMR®¥2" data from 4000 to 40k data points,
models trained on AMRY#" data obtain a consistent performance advantage
of roughly 5% in Smatch F; scores over those augmented with HuAMR. These
trends confirm that the models are not overfitted or saturated when trained
solely on 40k AMR'™"® data points.

65 -
Dataset x/

60+ —%— AMRUa"s
—%— HUAMR /x

x/ :
/ B

Smatch Fy
D ey
o w

w
w
1

%
%
x/
x
10? 103 104
Training data size

w
o
L

Fig. 2: Smatch F; score as a function of the training data size.
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7 Conclusion

This study presents the first Abstract Meaning Representation (AMR) resource
for Hungarian by translating the gold-standard AMR 3.0 dataset (Knight et al.,
2020). Utilizing this resource, a suite of AMR parsers for Hungarian texts was
developed, leveraging models ranging from 1B to 70B parameters. The models
demonstrate accurate AMR graph generation capabilities for Hungarian, signif-
icantly advancing semantic parsing for this underrepresented language.

We conducted an extensive evaluation of modeling techniques to examine the
impact of additional silver training data and model size on AMR parsing perfor-
mance. The results indicate that the mT5 Large model consistently outperforms
the Llama 3.2 1B model across all configurations of additional silver data from
HuAMR and Europarl. Despite substantial additions of silver data, both models
showed limited improvements on the AMRY2" test set.

Our control experiment indicates that increasing the quantity of gold-standard
data leads to continued improvements in Smatch F; scores. Models trained on
40k AMR!™@" data points achieved approximately 5% higher scores than those
trained on the silver standard HuAMR.

These findings suggest that the models did not overfit nor saturate when
trained solely on the full AMR!% dataset. The limited impact of additional
silver data implies that the performance saturation is attributable to the lower
quality of silver-standard annotations. The results highlight the critical role of
high-quality training data and adequate model capacity in achieving optimal
performance in semantic parsing tasks.
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HunSimpleNews: Az elsé autentikus magyar
nyelvi szovegekbdl allé szovegegyszertisitési
korpusz
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Kivonat A tanulmény az elsé autentikus magyar nyelvi szévegekbsl
allo szovegegyszertsitési korpuszt mutatja be. A korpusz 2832 darab
konnyen érthetd (egyszertsitett) és standard nyelvi szovegparbol all, me-
lyet a PannonRTV honlapjarol gytjtottiink. A tanulményban bemutat-
juk a korpusz Osszeallitasanak és mingségellendrzésének folyamatéat, ki-
tériink a korpusz két domainje kézotti kvantitativ kiilonbségekre és ha-
sonlosagokra, végiil a korpusz alapjan felmérjiik az altalunk elérhetd,
magyarul tudé nagy nyelvmodellek szovegegyszertisitési képességét in-
context tanitasi kornyezetben. Cikkiinkben kimutatjuk, hogy az egysze-
risitett szovegek és a standard nyelvi szévegek kozott 1ényeges kiillonbsé-
gek vannak, mind az altaluk hasznalt szavak varianciajaban, mind pedig
a mondatok hosszédban. Eredményeinkbdl lathatova vélik, hogy a korpusz
hasznélata one-shot és few-shot tanitasi kérnyezetben is javitja a model-
lek egyszertisitett kimenetét a zero-shot eredményeinkhez képest.
Kulcsszavak: szovegegyszertsités, korpusz, konnyen érthet§ kommuni-
kacio, parhuzamos korpusz

1. Bevezetés

A szovegegyszertisités! (text simplification) dltalanos célja az, hogy kiilonbozd,
standard nyelven irodott szovegeket érthetévé tegyen nem prototipikus befoga-
dok szamaéara. Prototipikus befogadok alatt a cikkben a felnétt, ép, anyanyelvi
beszélsket értjiik, igy tehat nem prototipikus befogaddk példaul a gyerekek, a
nyelvtanulok, funkcionalis analfabétak, illetve olyan testi vagy értelmi fogyatékos
személyek, akiknek fogyatékossiga hatraltatja Sket egy adott, standard nyelvi
diskurzus megértésében (demensek, afaziasok, nyelvelsajatitas el6tti hallaskaro-
sodasuk volt, stb.) (Maafs, 2020). Az tehat, hogy szdvegeket bizonyos befogadok

L' A gyogypedagogiai szakirodalom az egyszerfisitett szovegeket altaldban magyarul a
kénnyen érthetd szoveg vagy konnyen érthetd kommunikdcio terminussal illeti. Mivel
azonban az informatikai hagyomany ezen szévegek elGallitasara text simplification-
ként hivatkozik, igy ez a tanulmany is konzekvensen a szévegegyszerisités terminust
hasznalja, az egyértelmtiség és a kurrens diskurzusba val6 beilleszkedés miatt.
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szamara egyszerisitiink, nagyban megkonnyiti, vagy alapjaban lehet6vé teszi
azt, hogy mindennapi diskurzusokban részt vehessenek, valamint azt is, hogy
a megfelel6 informéaciok eljussanak hozzajuk, és azok 6nalléan feldolgozhatova
valjanak szamukra.

Kiemelends, hogy a szovegegyszertisités nem ekvivalens sem a szovegossze-
foglalassal, sem pedig a kiilonboz6 szovegek kozérthetévé tételével. Ugyan az
egyszertsitett szévegekben lehetnek olyan részletek, amelyeket Gsszefoglalunk a
konnyebb megérthetéség érdekében, a szovegosszefoglalasnak a célja a szévegek
hosszanak csokkentése a felesleges informaciok elhagyasaval (Shardlow (2014),
Alva-Manchego és mtsai (2020)). A szévegegyszertisités ezzel szemben a sziveg
bonyolultsaganak redukcidjara torekszik: amennyiben ez azt igényli, hogy bizo-
nyos fogalmakat megmagyarazzon, akkor ezzel gyakran él — igy tehét az egyszert-
sitett szovegek akar hosszabbak is lehetnek, mint a forrasszovegeik. A kozérthetd
szovegek pedig prototipikus befogadok szaméra tesznek érthetévé olyan szove-
geket, amelyek szakspecifikusak — a konnyen érthetd, azaz jelen tanulményban
egyszerisitettként jellemzett szovegek ezzel szemben standard nyelvi, hétkdznapi
téméakat érintd szovegeket tesznek érthetévé nem prototipikus befogadok szaméa-
ra.

A legtobb szoveg leegyszertisitése manuélis modszerekkel torténik — ez azon-
ban idsigényes és nagy human eréforrast kivan. Igy a szovegegyszertsités témako-
re a nyelvtechnologiai jellegti kutatasokban is el6térbe keriilt az utébbi években.
Jelen cikk az els6 olyan, magyar nyelvi hirszévegparokbol allo szévegegyszert-
sitési korpuszt mutatja be, amely autentikus, tehat nem forditott, hanem erede-
tileg is magyarul irt adatokbol all. A korpusz kutatéasi célra szabadon elérhets a
Hugging Face Hubon?. Cikkiinkben elszor attekintjiik a szévegegyszertsités ed-
digi és jelenlegi allasat (2), ezutan bemutatjuk a korpusz dsszeallitasat (3), majd
ismertetjiik a korpuszon végzett, a két szovegdomaint Gsszehasonlitd vizsgala-
tok eredményeit (4), végiil bemutatjuk a korpusz hasznalataval, one- és few-shot
tanitasi kornyezetben végzett vizsgalataink eredményét (5). A cikket egy rovid
Osszefoglalas zarja (6).

2. Kapcsol6doé irodalom

2.1. A szdvegegyszerisités megkdzelitései

A nyelvtechnologiai jellegti, szovegegyszertisitéssel foglalkozo kutatésok legna-
gyobb része teljes szévegek egyszertisitése helyett gyakran csak mondatok egy-
szertisitésével foglalkozik. Ennek f6képp az az oka, hogy az elérhets, nagyobb
mennyiségi adatok szadma minden nyelven kevés, illetve az egyszertsitett szdve-
gek gyakran nem standard nyelvi szovegekbdl jottek létre, hanem azokkal pér-
huzamosan, vagy t6lik fiiggetlenil — igy a sz6vegek nem felelnek meg egymés-
nak teljesen. Emellett megemlitendd, hogy a szovegeket altaldban automatikusan
parositjak 0ssze — ez mondatok esetében konnyebb, hiszen mondatok automati-
kus péarositasara, hasonlésaguk mérésére viszonylag régota vannak elérhets, jol

2 https://huggingface.co/datasets/ELTE-DH/HunSimpleNews
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hasznalhaté rendszerek, (hosszabb) szévegek esetében azonban ez nem minden
esetben magatol értet6ds.

Igy tehat mar az elsé modern, neurélis halot hasznalo kutatasok is a mon-
datok egyszertsitését tartottak céljuknak angol nyelven (Nisioi és mtsai, 2017).
Ezt t6bb nyelvre kovették hasonld korpuszok és probalkozésok: a MultiSimV2
korpuszaban (Ryan és mtsai, 2023) példaul Gsszesen tizenharom nyelv szerepel
(arab, baszk, brazil portugal, dan, angol, francia, német, olasz, japan, orosz, szlo-
vén, spanyol és urdu), melyek nagyrészt mondatszint egyszertisitésekbdl allnak.
Kiemelendd, hogy t6bb olyan nyelv is van, amelyre csak mondatszint{ egyszerti-
sitések érhetdek el: ilyen példaul az arab (Khallaf és mtsai, 2022), a dan (Klerke
és Sogaard, 2012), a szlovén (Gorenc és Robnik-Sikonja, 2022) és az urdu (Qas-
mi és mtsai, 2020). A dokumentumalapt parhuzamos korpuszok esetében pedig
sokszor problémat okoz a korpusz nem nyilvanos mivolta, vagy az adathalmaz
kis mérete: az olasz Teacher és Terence korpuszok példaul mindossze 18 és 32
szovegparbol allnak (Brunato és mtsai, 2015).

Magyar nyelvre eddig egy parhuzamos korpusz jott létre (Protar és Nemes-
key, 2023), ez azonban egy forditott korpusz, melynek alapjat az angol Simp-
le English Wikipediabol automatikus eszkozokkel Osszeéllitott anyag adta (Zhu
és mtsai, 2010). Ez a korpusz, éppugy, mint a legtébb a nemzetkozi trendekben,
szintén mondatpéarokbol all. A szakirodalom azonban gyakran nem vet szamot
azzal, hogy a szdvegek egyszertisitése nem oldodik meg a mondatok izolalt egy-
szertisitésével: ugyan tobb cikk is foglalkozik azzal, hogy milyen miiveleteket kell
elvégezni egy mondaton beliil ahhoz, hogy azok megfelelGen egyszertiek legyenek
(pl.Alva-Manchego és mtsai (2017)), és habar valoban az (elemi) mondatok a
megnyilatkozéasok feldolgozasanak alapvets egységei (Tatrai, 2017), ezek a me-
todusok azonban nem szamolnak a szdvegkonstruélas mondatstruktiran feli-
li alapvets elemeivel, példaul az informéciok sorrendjének a meghatarozasaval,
azok elosztaséaval, a kontextualizalas folyamatéaval stb. Nem szamol emellett az-
zal sem, hogy a szovegértelem nem kompozicionalis jellegli, azaz nem egyenld
csupan a mondatok értelmének egymas utan tett vagy Osszeadott halmazaval
(v6. Tolesvai Nagy (2006)) — igy tehat a mondategyszerisités nem tehets egyen-
16vé a szévegegyszertisitéssel, és szovegek egyszertisitése nem megvaldsithato a
szoveg mondatainak egymas utani leegyszertsitésével. Emellett nem hagyhatjuk
figyelmen kiviil azt sem, hogy az emberi szévegegyszertisités sem mondatszinten,
a mondatok egymaés utan vald egyszertisitésével, hanem szovegszinten zajlik, igy
tehat hasznosnak tiinik az automatikus egyszertisitési kisérleteket is a szévegszin-
tld egyszertsités felé kozeliteni. Jelen tanulmany a hosszabb, kohezivebb szove-
gek egyszertsitésének iranyaba kivanja tehat megtenni az els§ lépéseket magyar
nyelven.

2.2. SziOvegegyszerisités nagy nyelvi modellek segitségével

A korai automatikus szovegegyszertisitési modszertanok f6leg lexikai, azaz sz6-
szint{ egyszertisitéssel foglalkoztak (pl. Bott és mtsai (2012), Keskisérkka (2012))
— azonban a transformer architektira (Vaswani és mtsai, 2017) megjelenése a
szovegegyszertisitésre is hatéassal volt: az els§ ezen alapulé mondategyszertisité
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modellt Nisioi és mtsai (2017) mutattak be. A nagy nyelvi modellek megjelené-
se tovabbi elérelépést jelentett a szovegegyszertsitésben: Feng és mtsai (2023)
kutatasai szerint a nagy nyelvi modellek teljesitménye meghaladja a mondat-
egyszertisités kurrens modelljeinek legjobbjait, s6t, a teljesitményiik az emberi
egyszeriisitéshez is mérhets. Ezzel ellentétben Padovani és mtsai (2024) eredmé-
nyei alapjan egy megfelelGen finomhangolt BERT-modell (Devlin és mtsai, 2019)
jelentGsen jobban teljesit az automatikus metrikdk tekintetében, mint az alta-
luk hasznalt ChatGPT-3.5 ((Brown és mtsai, 2020) alapjan). Jelen cikk szintén
ehhez az emergens kutatasi médszertanhoz kivan kapcsoldédni, azonban nem a
mondat-, hanem a szovegegyszertsités terén. Nem csupan a széveghossziisag és
az ezzel jaro komplexitas oldalarol kinal djdonségot, hanem a magyar nyelvi
szovegegyszerisitéssel is: ugyan tébbnyelvil szovegegyszertsitésre késziiltek mar
benchmarkok (Ryan és mtsai, 2023), ezek a magyar nyelvet nem tartalmaztéak.

3. A korpusz Osszeallitasa

A korpusz anyaga a PannonRTV szabadkai hiroldal cikkeib6l szarmazik. A kéré-
stinkre a portal iizemeltetsi valamint a cikkek iroja tajékoztatott minket, hogy a
hirportal konnyen érthets szovegeit egy személy irja a kénnyen érthetd iranyelvek
alapjan (1d. pl. (Europe, 2017)).3 Ezen a hiroldalon kiviil nincs tudomasunk olyan
magyar nyelvd forrasrél, amely megfelel6 mennyiségben és mingségben allitana
el6 parhuzamos, vagy parhuzamosithato, mifaji szempontbol viszonylag egysé-
ges standard nyelvi-konnyen érthetd szovegparokat magyar nyelven. Magyarul
ezen kiviil nagyon kevés, és nagyon kiilonb6z6 miifaja konnyen érthetd szoveg
jelent meg, amelyeknek standard nyelvi parja is van: ilyen példaul a Nogradi
Gergely és Bodonyi Panni altal irt Janos vitéz-atdolgozas, mely Pet&fi miivé-
nek els¢ harom énekét llteti at egyszertien érthets és konnyen érthets formaba.
(Petofi és mtsai, 2022)

A korpusz osszeallitasahoz elészor a Scrapy (Kouzis-Loukas, 2016) segitségé-
vel legytjtottiik az oldalon megjelentetett cikkeket, az elsG egyszerisitett cikk
megjelenésének idépontjaig. Mivel a hiroldalon megjelend egyszertisitett cikkek
nincsenek semmilyen médon 6sszekotve a standard nyelvi parjukkal, igy az 6sszes
standard nyelvi hirszéveget le kellett menteni, hogy azokat Gsszeparosithassuk a
kénnyen érthets szovegekkel. A legytjtések soran Gsszesen 4364 darab egysze-
risitett hirszéveget, és tobb, mint 66 500 standard nyelvi széveget mentettiink
le. A gytijtés két fazisban, 2023 novemberében és 2024 augusztusidban zajlott,
utébbi alkalommal csak azokat a szévegeket mentettiik le, amelyeket korabban
nem.
A HTML-fajlok lementése utan a szévegekbdl kinyertiik a relevans adatokat,
melyek a kévetkezdk voltak: a cikk cime, leadje, szovege, a hozzatartozo cimkék; a

3 A korlatozott szerzsi kér természetesen bizonyos mértékig befolyasolja a korpusz
vizsgalhatosagat és felhasznalhatosagat, azonban mivel semmilyen mas, még csak
kozelit6 méretii szoveganyag sem elérheté6 magyar nyelven kénnyen érthetd szove-
gekbdl, igy ezeket hasznaltuk fel.
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cikk URL-je, kozlésének datuma, valamint a cikk kategoriaja. Az utobbi az olda-
lon megjelend tizenkét magyar nyelvii kategoriat tartalmazta (politika, vilag, ré-
gi6, gazdasag, tarsadalom, természetvédelem, onkormanyzatok, kulttra, kékfény,
sport, szines, KEK-hirek), amelybe a cikkek megjelenésiikkor a szerkesztSk vagy
az 0jsagirok altal besorolasra keriilnek. Az adatokat egy JSONL-struktaraban
taroltuk el.

A korédbban emlitett standard és egyszeriisitett szévegek kozotti hivatkozé-
sok hianya miatt a szovegek parositasara sziikség volt, azonban ez a nagyszamu
szovegmennyiség miatt nem valosulhatott meg manualisan. A szévegek hason-
losagat Doc2Vec (Rehifek és Sojka, 2010) és Sentence-BERT (Reimers és Gu-
revych, 2019) beagyazasokkal vizsgaltuk, egy olyan tovabbi kikotést téve, hogy
a standard nyelvi szoveg az egyszertsitett szoveghez képest 0-3 nappal el6bb
kellett, hogy keletkezzen. A szovegbeagyazéasokat lemmatizalt és nem lemmati-
zalt adatokon is elvégeztiik, majd ezeket Osszevetettiik, ahol pedig a két eljaras
kiilonb6z6 eredményt adott, manuélisan dontottiink a helyes parositasrol. Veégiil
a kétfajta bedgyazasi modszerrel keletkezett eredményeinket is Osszevetettiik, és
ugyanigy jartunk el.

Igy Gsszesen 3626 lehetséges part kaptunk.

Az elvégzett parositasokat az ELTE Digitalis Bolcsészet Tanszékének négy
annotatora ellendrizte manuélisan.

Az annotaci6 alatt harom csoportba sorolhattak a lehetséges péarokat:

— Az Osszeparositott két szoveg valoban par: a két széveg ugyanarrol szol,
és az egyszerlsitett szoveg nem tartalmaz olyan kiegészité informaciokat,
amelyek nincsenek benne a standard nyelvi szévegben. Ebbgl Gsszesen 2832
darab volt a korpuszban.

— Az Osszeparositott két szoveg nem par, azaz a két szoveg nem ugyanarrol
sz6l. Ebbé] 6sszesen 174 darab volt a korpuszban.*

— Az Gsszeparositott két szoveg ugyanarrol szél, de az egyszertisitett szo-
veg tartalmaz olyan kiegészité informaciékat, amelyek nincsenek
benne a standard nyelvi szévegben. Ebbdl 6sszesen 620 volt a korpusz-
ban.

Jelen cikkben a parként kategorizalt cikkparokkal dolgoztunk. A plusz infor-
maciot tartalmazo cikkek esetleges javitasa tovabbi munka targyat képezheti.

4. Korlatok és lehetdségek — tanulsagok a korpusz
szerkezetének vizsgalatarol

A korpuszon a few-shot tanitas el6tt elvégeztiink néhany, a korpusz szerkezetét
érint vizsgalatot. A vizsgéalatokkal célunk a korpusz hasznalati lehetGségeinek és

4 A nem parként elkdnyvelt szdvegek egyértelmten nem voltak parok — ez példaul
a kovetkezd, helytelentil 6sszeparositott, de az annotatorok altal nem parnak itélt
szovegek cimeibdl is latszik:

Tisztwjité kozgytlést tart majusban a VMSZ — 1 dinarral dragabb az iizemanyag;
Szerbia legnagyobb vidamparkja varja majd a Palicson majalisozokat — Elektromos
autokat fognak gyartani Szerbiaban
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korlatainak bemutatéasa volt, valamint az egyszertsitett és standard nyelvi sz6-
vegek jellemzdGinek Gsszevetése. A korpusz vizsgalata el6tt megemlitendd, hogy a
nyelvi anyag egy forrasbol szarmazik, igy a magyar nyelvii egyszertisitett szove-
gek altalanos tulajdonsagaival kapcsolatban csak nagyon 6vatos megallapitasok
tehet6k. Nem lehet figyelmen kiviil hagyni azt sem, hogy mindkét korpuszkom-
ponens a hirszévegek miifajaba tartozik — ezaltal a nyelvi anyaggal kapcsolatos
konklaziok ezen mitfajhoz tartozo szovegekre lesznek leginkabb alkalmazhatok.
A fent felsorolt nehézségek ellenére a szovegkorpusszal kapcsolatos vizsgélato-
kat elengedhetetlennek tartjuk: mivel a magyar nyelvl szovegegyszertisitéssel
kapcsolatban kevés vizsgalat késziilt, valamint kevés egyszertisitett szoveganyag
lelhetd fel magyarul, igy sziikségesnek tartjuk azt, hogy a vizsgalatok reflektal-
janak a mar meglévé szoveganyagra, nyelvhasznélatra, és ne kizarolag a priori
megkozelitéssel viszonyuljanak a szovegegyszertisités problematikajahoz.

Ahogy az korabban emlitésre keriilt, a cikkek a cikkirok vagy az oldal szer-
keszt6i altal kategoridkba lettek rendezve. A parositas utan az egyszertsitett
cikkek ,megdrokolték” az adatszettben a standard nyelvi parjuk kategoridjat, ®
va, valamint az is, hogy az egyszertisitett szovegek kategoriai mennyiben képezik
le az Osszes hirszoveg kategéridjanak megoszlasat, azaz hogy vannak-e preferalt
vagy elhanyagolt témakorok az egyszertisitett hirszovegekben.

Az 1. abra ezt a megoszlast mutatja be, azaz az egyszertisitett szovegek és
a standard nyelvi szévegek kategoridinak szazalékos megoszlasat a sajat korpu-
szukon beliil. A standard nyelvi szévegek esetében az Osszes, az egyszertsitett
cikkek keletkezésének id&szakaban kozzétett cikket hasznaltuk a szézalékos ada-
tok meghatéarozasahoz.

Jol lathato, hogy a megoszlasok erdsen kiilonbdznek a két csoport esetében:
ugyan mindkét csoport esetében a tdrsadalom kategoéria volt a leggyakrabban
hasznalt, azonban az egyszertisitett szovegek esetében ebbe a kategoriaba a sz6-
vegeknek kozel a fele sorolodott, mig a standard nyelvi szévegek esetében csupan
koriilbeliil a negyedét tették ki az ide kategorizalt elemek. A t&bbi sziveg ese-
tében pedig még drasztikusabb a kiilonbség: a politika, sport vagy a wvildg kate-
goridk esetében erGsen alulreprezentaltak az egyszertsitett szovegek a standard
nyelviekhez képest, mig az onkormdnyzatok és szines kategoridk az egyszertisitett
szovegek korpuszaban kaptak nagyobb szerepet. Ebbgl lathato, hogy az egysze-
risitett szévegek ir6i alapvetGen mas, valdszintileg a befogadohoz kézelebb allo,
szamara egyszeriibben beazonosithaté témakat részesitenek elényben.

A korpuszméretek és a kiilonb6z6 lemmak szamossiga alapjan az 1. tablazat-
bél jol latszik, hogy az egyszertisitett korpusz jelentésen kisebb szétéarral operal:©
mig a nagysaga koriilbeliil a 80%-a a standard nyelvinek, a kiilonb6zé lemmak
szama nagyjabol feleannyi. Ugy ttinik tehat, hogy az egyszertsitett szovegek a

5 Az 6roklésre azért volt sziikség, mert az egyszerisitett szovegeknek kiilén egységes
kategoriadjuk volt az oldalon beliil; feltételeztiik azonban, hogy mivel a két szoveg
alaptémaja megegyezik, igy a kategoriabesorolasuk is megegyezne.

5 A lemmatipusok elGallitasa HuSpaCy segitségével tortént. (Orosz és mtsai, 2023,
2022; Berkecz és mtsai, 2023)
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A kategériak szazalékos megoszlasa az egyszerlsitett és a standard nyelvi
szovegek kozott

természetvedelem 8:}
régio F
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szines EmEEW 163
w
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1. abra: A kategoridk megoszlasanak szazalékos Osszehasonlitasa az egyszertisi-
tett szovegek kozott és az ugyanebben az idGszakban keletkezett Gsszes tobbi,
standard nyelvi hirszéveg esetében.

Standard Egyszeritsitett

Osszes lemma 574808 487728
Lemmatipusok szama 35972 18778
Hapaxok szdma 18 005 8227
Egy lemma atlagos eléfordulasa 15,98 25,98
Egy lemma atlagos el6fordulasa hapaxok nélkiil 30,99 45,45

1. tablazat. A két korpuszdomain lemmatizalt adatainak megoszlasa.

repetitivitasra torekednek a véltozatossag helyett: a konnyebb érthet&ség mi-
att a szinonimak helyett ugyanazokat a szavakat hasznaljdk ugyanazon dolog
vagy fogalom megnevezésére. A nagy mennyiségili hapax, illetve a kiilonb6zd tu-
lajdonnevek eléforduléasai miatt az atlagos el6fordulésok szama csupéan a fenti
adatokkal egyiitt értelmezhets, 6nmagaban nem — azonban ezek az adatok is
arra mutatnak, hogy az egyszertisitett korpuszban a megnyilatkozo sokkal gyak-
rabban hasznélja ugyanazokat a szavakat, mint a standard nyelvi korpuszban.

A 2. tablazatbdl kiolvashato, hogy a két korpusz nemcsak lemmaszinten, de
mondatszinten is kiilonbozik: a standard nyelvi hirszévegek esetében a mondatok
altalaban tobb szobol allnak (tehat hosszabbak). A leadek mondatai tendenci-
ozusan révidebbnek tiinnek mindkét korpuszban, mint a szévegtorzs mondatai
— ennek oka valosziniileg az, hogy a lead funkcidja a hirszéveg Osszefoglalasa,
nem pedig az egyes aspektusok kifejtése. A tablazat adataibol lesziirhetd, hogy
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Szavak Mondatok Atlagos mondathossz

Standard nyelvi (csak szovegtest) 498923 29308 17,02
Egyszertsitett (csak szovegtest) 444963 37619 11,83
Standard nyelvi (szoveg + lead) 557512 36066 15,46
Egyszertsitett (szoveg + lead) 472912 43287 10,93

2. tablazat. A mondatok és a benniik 1év6 szavak aranya a két korpuszdomainben.

az egyszerlisitett szovegek mondatai alapvet&en rovidebbek. Mivel a mondatok
szama is kevesebb, igy feltehetd az is, hogy bizonyos informaciokat vagy informéa-
ciorészleteket elhagy az egyszerisitett széveg. Az, hogy ez mikor torténik meg,
és a standard nyelvi szévegekhez képest milyen informaciok keriilnek elhagyas-
ra vagy megmagyarazasra a szovegben, tovabbi, kvalitativ vizsgalatok targyét
képezi.

5. A korpusz segitségével elért eredmények

A korpusz segitségével elsGdlegesen négy olyan magyarul tudé utasitas-finomhangolt
modellt teszteltiink, amelyek viszonylag kénnyen hozzaférhetk: a zéart sulyua
GPT-40 minit (Achiam és mtsai, 2024) API-n keresztiil’, a Llama 3.3 70 mil-
lisrd paraméteres, 4 bitre kvantalt és a Llama 3.1 8 millidrd paraméteres val-
tozatait (Dubey és mtsai, 2024), valamint a Qwen 2.5 7 millidird paraméteres
valtozatat (Yang és mtsai, 2024; Qwen, 2024)) pedig sajat GPU-n futtatva. A
nyilt modellek elfutnak egy A100 40GB-s karty4an (a Llama 70B kettén) 20-30
ezres kontextushosszal, a GPT-40 mini pedig megfizethet6 arazasa. A négy f6
modell mellett 6sszehasonlitdsképpen kimértiink egy kis modellt, a Llama 3.2 3
millidrdos valtozatat, illetve a GPT-40 mini két alternativajat, a GPT-4o-t és a
Claude 3.5 Haikut (Anthropic, 2024) is. Ezek eredményei a korabbi Llama 3.1
70B-s méréseinkkel egyiitt a B fiiggelékben talalhatok.

A modelleket a SARI- (Xu és mtsai, 2016) és a BLEU-pont (Papineni és mt-
sai, 2002) alapjan vetettiik ossze. A SARI pontszamot a Huggingface evalu-
ate konyvtaraval szamoltattuk ki (von Werra és mtsai, 2020), mig a BLEU-
pontszamokat a sacre BLEU konyvtar segitségével (Post, 2018). Mind a BLEU-,
mind pedig a SARI-pontszdm &ltalanosan hasznélt az egyszertisitett szévegek
megfelelségének mérésére: az el6bbi n-gram-egyezéseket mér, mig az utobbi a
standard nyelvi széveget és a referenciaszdveget veti Gssze a generalt széveggel,
annak fényében, hogy a generalt széveg mennyire jol:

— ad hozz4 a standard nyelvi széveghez relevans informéciokat,
— torli ki a standard nyelvi szévegbdl a nem fontos elemeket,
— hagyja meg azt a szoveget érintetleniil, amit érintetleniil kell hagynia.

7 2024 november 20-an futtattuk.
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Mindkét pontszam esetében 0 és 100 k6zotti értéket vehet fel az egyszertsitett
sz6veg mindsitése, ahol a 100 jelenti azt, hogy a referenciaszoveg és a generalt sz6-
veg teljes egészében megegyezik. Mindkét pontszam esetében a szévegek cimét,
leadjét és torzsszovegét egybevetve, egy egységként kezeltiik 6ket. A mondatokra
val6 lebontast és egyesével valo értékelést nem tartottuk sem megvalésithatonak,
sem célravezetnek, hiszen a szévegek értelmezése — ahogy amellett kordbban is
érveltiink — nem egyenls az egyes mondatok értelmezésével. Természetesen ezen
lebontés elkeriilése miatt az eredményeink csak korlatozottan OsszevethetGek a
tobbi, az automatikus szovegegyszertisitést mondatszinten vizsgal6 cikk eredmé-
nyeivel.

Minden modell esetében ugyanazt a promptot hasznaltuk, amely a zero-shot
és a one- vagy few-shot megkozelitések esetében a példak megadésaban, valamint
a szeparatorkarakterek felsorolasaban kiilonbozott. A promptban az egyszertisi-
tést adtuk meg a modelleknek feladatként, valamint a 4. részben bemutatott
eredmények alapjan Osszefoglaltuk az egyszertisitett szovegek néhany jellemzs-
jét: a tul hossztt mondatok leréviditésére kértiik, a bonyolult fogalmak elmagya-
razasara, valamint arra, hogy ugyanazt a fogalmat végig ugyanazzal a szoval
illesse a sz6vegben, és ne hasznéljon szinonimakat. A promptok megtalalhatok a
fiiggelékben (A).

A kiilénboz6 vizsgalati esetekhez a cikkeket az irok altal megadott kategori-
anként szegmentaltuk, valamint a standard nyelvi és az egyszertisitett szévegek
kozott karakteralapi Levenshtein-tavolsagot szamoltunk a Levenshtein csomag-
gal (Bachmann, 2024). A tavolsidg alapjan ezutan harom egyforma szamossagu
csoportot hoztunk létre: az alacsony tavolsagtiakba a tavolsagmetrika szerinti al-
s6 harmadba, a kozepesekbe a kozépsdbe, mig a fels6be a fels§ harmadba tartozo
szovegek keriiltek. Minél nagyobb tévolsag volt a két széveg kozott, feltételezé-
stink szerint annal t6bb valtoztatast (informacio-hozziadast vagy -elhagyést)
kellett eszkozolni a két szévegverzio kozott.

A vizsgéalati esetek a kovetkezdk voltak:

1. zero-shot kornyezet (0-shot);

2. one-shot kornyezet, ahol a példa cikk-kategoridja nem egyezett meg a tesz-
teset kategoriajaval (1-shot);

3. one-shot kornyezet, ahol a példa cikk-kategoridja megegyezett a teszteset
kategoridjaval (1-shot + kat.);

4. three-shot kérnyezet, ahol a példa cikk-kategériaja nem egyezett meg a tesz-
teset kategoridjaval, és a Levenshtein-tavolsag alapjan randomizalva keriiltek
elemek be a példak kozé (3-shot);

5. three-shot kornyezet, ahol a példa cikk-kategoridja nem egyezett meg a tesz-
teset kategoriajaval, és a Levenshtein-tavolsag alapjan mindharom csoport-
bol egy-egy elem keriilt be a példak kozé (3-shot + Levenshtein);

6. three-shot kornyezet, ahol a példa cikk-kategbridja megegyezett a teszteset
kategoriajaval, és a Levenshtein-tavolsidg alapjan mindharom csoportbol egy-
egy elem keriilt be a példak kozé (3-shot + kat. + Levenshtein);

7. three-shot kornyezet, ahol a példa cikk-kategoridja megegyezett a teszteset

mek be a példak kozé (3-shot + kat);
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Minden modellt Gsszesen 6tszor futtattunk le minden adatsorra, majd az
eredményeket atlagoltuk. Ez aldl kivétel a Claude és a GPT-4o; itt pénziigyi
okokbol az els6t csak egyszer futtattuk végig minden vizsgélati esetre, a maso-
dikat pedig csak arra a két esetre, amin a GPT-40 mini legjobb és legrosszabb
eredményeit érte el.

A3.,a4. az5.,a6. valamint a 7. tablazatbol jol lathato, hogy minden modell
esetében a 0-shot modszertan hozta a legalacsonyabb atlag- és medianértéket
is: ebbdl kovetkeztethetiink arra, hogy az Gsszeallitott korpusz hasznélata few-
és one-shot kdrnyezetben is segit az egyszertsitésben. Tovabba 0-shot esetében
t6bb modell néha, a Claude viszont mindig hozzafliz6tt egy bevezetd mondatot
a kimenethez (pl. JIme az eqyszerdsitett szoveg:”). Az in-context tanulas ezt is
korrigélta.

Ugy ttnik, hogy 3-shot esetben minden modellnél azok a példék voltak a
legsikeresebbek, ahol a Levenshtein-hasonlosag szerinti csoportositast figyelembe
vettiik — azaz a modellek jobban teljesitettek akkor, ha a standard nyelvi és az
egyszertisitett szoveg kozotti atalakitasokra variabilis példékat lattak.

A modellek teljesitménye nagyobb szorast mutat: a legjobban a GPT-40-mini
teljesit a SARI-pontszamban, még a néla sokkal dragabb GPT-4o0-t is megel&zi
kb. 2 ponttal (utobbi 41,29 + 5,89 SARI pontot ér el O-shoton, és 42,70 +
5, 85 pontot 3-shoton kiilonb6z6 Levenshtein-tavolsagokkal). A 3.3-as Llama 70B
verzioja kvantalva a nagyobb OpenAl modellhez hasonlé teljesitményt nyajt. A
sort a kisebb modellek: a Llama 3.1 8B és a Qwen2.5 7B zarjak tovabbi 2-3 pont
héatrannyal.

A BLEU-pontszamok ezzel szemben lényegesen alacsonyabbak minden mo-
dell esetében. Ennek oka valdsziniileg a magyar nyelv ragoz6é mivolta, illetve a
feladat maga: a szOvegegyszertisités megkoveteli mind a mondatszerkezet, mind
a szavak egyszeriibbre cserélését, ami megtori a hosszabb n-gramokat. Ez utébbi
hatast erdsiti, hogy minden cikkhez csak egy referencia van; alternativ egysze-
riisitésekkel a pontszam valészintileg magasabb lenne.

Megemlitendd, hogy a BLEU és a SARI ugyan gyakran korrelalnak, azonban
nem mindig — egymastol erdsen eltérd, magasabb és alacsonyabb eredmények
t6bb nyelv tbb korpuszan végzett méréseken is megfigyelhetSk (Ryan és mtsai,
2023).

A 3. tablazatban feltiintettiik a valaszok a PULI-GPT-3SX modell szerinti
perplexitasat is (Yang és mtsai, 2023). Ez a metrika a fenti kett&vel szemben el-
sGsorban nem az egyszer(sités sikerességével, hanem a vélasz nyelvi helyességével
és ,magyarsagaval’ all korrelacioban. A referenciavalaszok atlagos perplexitasa
11,09; ehhez legkozelebb a magyar nyelvet hivatalosan nem tdmogaté Llama 3.3
70B keriilt, legtavolabb pedig a Qwen. Ez utobbi nem meglepd annak fényében,
hogy a nyelvtudésa erésen hullamzé: nagyjabél helyes mondatok valtakoznak
teljesen értelmetlenekkel®. Emellett a szdvegben gyakran talaltunk kinai (olykor
angol) szoveget, akar egy magyar mondat kozepén is, melyekben leggyakrabban

8 Egy fiatal Szabadkdn hésége a napon megszomba volt. vagy
A hdzak faldra terepoltdk a tablikat, hogy konnyebbé tessék a fdajdalom utasitdsdinak
olvasdsdt.
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Modell / vizsgélati eset BLEU SARI Perplexitas
GPT-40 mini

1. (0-shot) 10,48 + 6,52 42,49 + 5,69 15,80 £ 5,76
2. (1-shot) 12,33 £ 6,96 43,99 + 5,71 15,14 £ 5,39
3. (1-shot + kat.) 12,43+ 6,88  43,744+523 15,14+ 5,31
4. (3-shot) 12,30 £ 6,75 43,89 4+527 15314544
5. (3-shot + Levenshtein) 13,38+ 7,40 4458 +558 14,85 +5.27
6. (3-shot + kat. + Levenshtein) 13,28 = 7,17 44,36 £ 5,58 14,58 + 4,58
7. (3-shot + kat) 12,48+ 7,11 44,05 + 5,78 15,06 £ 5,26
Llama 3.3 70B, kvantalt

1. (0-shot) 6,42 + 4,19 38,59 + 6,71 14,79 £ 5,36
2. (1-shot) 8514522  40,62+6,19 13,50 + 4,68
3. (1-shot + kat.) 8,57 + 5,06 40,88 + 6,58 13,40 + 5,01
4. (3-shot) 8,72+ 5,21 41,02 + 6,57 13,48 £ 5,03
5. (3-shot + Levenshtein) 10,65 +£ 5,98 42,41 +591 11,72 + 4,06
6. (3-shot + kat. + Levenshtein) 10,60 + 6,05 42,43 + 6,19 11,66 + 3,91
7. (3-shot + kat) 8,45 + 5,52 40,61 + 6,88 13,57 £ 4,98
Llama 3.1 8B

1. (0-shot) 6,32 + 4,26 38,17 + 6,22 25,11 + 13,84
2. (1-shot) 6,65+4,81  3858+6,20 23,57+ 1241
3. (1-shot + kat.) 6,51 + 4,58 38,52 + 6,08 23,39 4+ 11,08
4. (3-shot) 6,58 + 4,89 38,53 £ 6,17 23,86 + 12,42
5. (3-shot + Levenshtein) 7,65 +£ 5,63 39,27 +£ 5,95 19,97 + 9,26
6. (3-shot + kat. + Levenshtein) 7,52 + 4,88 39,49 + 5,61 20,32 + 9,47
7. (3-shot + kat) 6,94 + 5,11 38,93 + 6,18 24,58 + 12,06
Qwen2.5 7B

1. (0-shot) 5,64 + 4,62 37,53 + 6,28 65,54 4+ 45,84
2. (1-shot) 8,37 £ 6,20 39,63 + 5,50 45,36 + 29,16
3. (1-shot + kat.) 8,55 £+ 6,29 39,69 + 5,89 44,45 + 29,07
4. (3-shot) 8,41 + 6,08 39,93 + 5,63 47,64 + 30,27
5. (3-shot + Levenshtein) 9,95 + 6,84 40,34 + 5,65 38,32 £+ 25,25
6. (3-shot + kat. + Levenshtein) 10,17 +6,61 40,65+544 37,05+ 22,17
7. (3-shot + kat) 8,53 + 5,70 39,75 + 5,54 44,33 + 29,79

3. tablazat. A BLEU- és SARI-pontok, valamint a perplexitds megoszlasa
modellenként. A legjobb értékek minden oszlopban, minden modell esetében
felkovérrel vannak jelolve. A jelolések kovetik a vizsgalati esetek leirasanal
feltlintetettet: a + kat. jelolés a kategoriaegyeztetést jelenti, a + Levenshtein
pedig a harom Levenshtein-csoport figyelembe vételét veszik. A jelek hidnya az
adott tulajdonsig randomizalt vagy figyelembe nem vett voltara utal.

a szOveg egyszertisitésére vonatkozo utasitasok voltak talalhatok.’? Ebbsl kifo-
ly6lag magyar nyelvmodellezésre nem ajanlhato. A Qwenhez hasonlo, vagy még

9 Az dléseken is megBIEUME,

tlése lesz.
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rosszabb eredményet ért el a Llama 3.2 3B, amely egy egészen meglepd, 600
folotti perplexitassal rendelkezd széveget is generalt, mely par értelmes magyar
sz6 utén legnagyobbrészt értelmetlen bettsorokbol allt.10

Egy adott modellhez tartozoé perplexitasokat Osszehasonlitva kitiinik, hogy
a prompt szerepe nagyon fontos nem csak az egyszertsités, hanem a szévegmi-
néség miatt is. Minden modell a legrosszabb perplexitast a 0-shot esetben érte
el. A kategoria egyeztetése érdemben nem befolyésolta a perplexitast, viszont a
Levenshtein-tavolsag-alapu valogatas akar 15-20 szazalékkal is javitott rajta. A
modellek koziil a magyar nyelvet hivatalosan is tamogatdé GPT-40 mini perple-
xitasat befolyasolta a tesztkOrnyezet a legkevésbé, azonban itt is kozel egy pont
kiilonbséget lehet elérni egy jobb prompttal.

A perplexitas azonban fenntartéasokkal kezelendd: szuroprobaszertien Ossze-
hasonlitva a GPT-40 mini és a kvantalt 70B-s Llama &ltal generalt szovegeket,
vilagosan latszik, hogy az utobbi vét nyelvtani hibékat, amik a GPT-re nem
jellemzGek.

Osszességében elmondhato, hogy a modellek kozott az elére sejthetd sorrend
alakult ki: a GPT-40 mini mind nyelvi, mind szévegegyszertsitési szempontboél
a legjobb az altalunk tesztelt modellek koziil. A Llama 3.3 70B jo prompttal
megkozeliti, de a SARI tekintetében kis mértékben elmarad téle. A sort a Llama
3.1 8B és a Qwen 2.5 7B zarja, utobbi nehezen értékelhetd nyelvi teljesitménnyel.

6. Osszefoglalas

A cikk az els§ olyan magyar nyelvi szbvegegyszertisitési korpuszt mutatta be,
amely autentikus, tehat eredetileg is magyarul irt adatokbol all6 szévegpéarokat
tartalmaz. A korpusz a PannonRTV hiroldal széveganyagabol all, melyek auto-
matikus modszerekkel lettek Gsszeparositva. A korpusz kutatéasi célre szabadon
hozzéaférhets. A korpuszon elGszor a korpusz két domainje kdzotti vizsgalatot vé-
geztiik el: itt az eredményekbdl egyértelmiivé valt, hogy az egyszertsitett széve-
gek atlagosan 1ényegesen révidebb mondatokat hasznélnak. Kimutattuk emellett,
hogy az egyszertisitett szovegek ebben a korpuszban egy sokkal kisebb, majdnem
feleakkora szotarral operalnak a szovegek megkonstrualasakor. Végiil a korpuszt
négy nagy nyelvi modell segitségével zero- és few-shot tesztkérnyezetekben pro-
baltuk ki, melynek soran megallapitottuk, hogy a korpusz hasznélata elGsegiti a
megfelel§ egyszerisitett szovegek automatikus létrehozéasat. Ezek alapjan érde-
mesnek tiinik tovabbi vizsgalatokat folytatni a magyar nyelvi szdvegegyszertisi-
téssel kapcsolatban, akar modellek finomhangolaséaval, akar az adatszett tovabbi
bévitésével kapcsolatban.

10 Kannor mel on deiz filtrborh vdl Bone Bern dadFSka datas izsak Proapers vie toplyir
Kft be menyel EstatyAll. eszet cleverno regalk Bslsn In dansro ban Neros ours mamm
st gef vistaVdre Communications Arg Kanas fant wasm Fcoris
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A. Promptok

Zero-shot prompt

You are an assistant, specializing in text simplification. Your task is to simplify
news for mentally disabled people.

***RULES FOR SIMPLIFICATION***

- ***Only generate text in Hungarian.*** Do not generate text in any other
language.

- Simplify the standard-language text in the ***TASK*** section. Only use
information that is found in this text. Do not make up any information or facts
that is not in this text.

- Explain the concepts that you deem too hard.

- If you think that a sentence is too long, shorten it.

- Use simple, well-known words. Use the same word for the same concept
throughout the simplified text. Do ***not*** use synonyms for the same concept
to make the text less repetitive.

- If you think that some information in the standard-language text is not
necessary for the reader to understand the text, you may leave it out of the
simplified text.

HAFTASK*** task
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Few-shot prompt

You are an assistant, specializing in text simplification. Your task is to simplify
news for mentally disabled people.

***RULES FOR SIMPLIFICATION***

- ¥**Only generate text in Hungarian.*** Do not generate text in any other
language.

- Simplify the standard-language text in the **TASK*** section. Only use
information that is found in this text. Do not make up any information or facts
that is not in this text.

- Explain the concepts that you deem too hard.

- If you think that a sentence is too long, shorten it.

- Use simple, well-known words. Use the same word for the same concept
throughout the simplified text. Do ***not*** use synonyms for the same concept
to make the text less repetitive.

- If you think that some information in the standard-language text is not
necessary for the reader to understand the text, you may leave it out of the
simplified text.

- Use the examples from the ***EXAMPLES FOR SIMPLIFICATION***
section to gain information about what a good simplification is. Make sure to
generate text that is similar to these examples in grammar and simplicity.

- The examples are separated by *HHHHHHAHHHHE.

*FEXAMPLES FOR SIMPLIFICATION*** examples

HFHAFTASK*** task
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B. Tovabbi modellek

A lenti téblazat tartalmazza néhény tovabbi modell eredményét. A szamokat
Osszevetve a 3 tablazattal, a legfontosabb észrevétel, hogy a GPT-40 mini jelen-
tésen felillmulja mind a GPT-4o0-t, mind az Claude 3.5 Haikut, annak ellenére,
hogy ezen a feladaton el6bbi 15x, utébbi tébb mint 6x dragabb. A masik fon-
tos tanulsag, hogy egy alverzi6 kiilonbség is sokat tud jelenteni: a Llama 3.3 70B
kvantalt valtozatanak SARI pontszama majdnem egy teljes ponttal, perplexitasa
1,5-tel javult a 3.1-es verzidhoz képest.

Modell / vizsgalati eset BLEU SARI Perplexitas
Claude 3.5 Haiku

1. (0-shot) 6,28 + 3,87 38,90 + 6,14 15,11 £ 4,67
2. (1-shot) 8,20 + 5,08 41,04+6,29 14,10+ 4,30
3. (1-shot + kat.) 7,98 45,12 40,83+ 6,62 14,02+ 4,17
4. (3-shot) 7,96 + 5,14 40,74 £ 6,22 14,11+ 4,17
5. (3-shot + Levenshtein) 10,58 + 6,02 42,81 + 5,81 12,63 + 3,69
6. (3-shot + kat. + Levenshtein) 10,86 + 6,15 42,87 + 5,96 12,72 4+ 3,73
7. (3-shot + kat.) 8,15 + 5,07 40,95 + 6,35 13,89 £ 4,09
GPT-40

1. (0-shot) 8,82 + 5,12 41,29 + 5,89 15,93 £ 5,72
5. (3-shot + Levenshtein) 10,24 + 5,75 42,70 + 5,85 14,98 + 5,25
LLama 3.1 70B, kvantalt

1. (0-shot) 6,36 + 4,85 38,28 + 6,85 18,45 £ 7,74
2. (1-shot) 8,13 +£ 5,37 40,21 + 6,23 15,40 £ 6,39
3. (1-shot + kat.) 8,82 + 5,44 40,76 + 6,37 15,34 + 6,27
4. (3-shot) 8,31+ 5,44 40,11 + 6,24 15,59 £ 6,57
5. (3-shot + Levenshtein) 10,55 £ 6,96 41,50 £+ 5,88 13,10 £ 4,52
6. (3-shot + kat. + Levenshtein) 10,76 + 6,60 41,80 + 6,52 13,21 + 5,44
7. (3-shot, + kat.) 8,60 + 5,73 40,54 + 6,40 15,36 £ 5,56
Llama 3.2 3B

1. (0-shot) 5,83 + 4,34 37,12 + 5,70 59,32 4+ 52,30
2. (1-shot) 6,73 £ 5,25 38,21 + 5,92 38,86 + 38,57
3. (1-shot + kat.) 6,41 + 4,88 37,624+584 41,57 +41,65
4. (3-shot) 7,13 + 5,67 38,24 4+ 6,39 43,28 + 40,85
5. (3-shot + Levenshtein) 7024567  3849+6,24 40,47 + 44,63
6. (3-shot + kat. + Levenshtein) 6,97 £ 5,56 38,47 £ 6,10 40,84 4+ 45,33
7. (3-shot + kat.) 6,45 + 4,88 37,90 4+ 6,38 39,04 + 33,18

4. tablazat. A BLEU- és SARI-pontok, valamint a perplexitas megoszlasa
modellenként. A legjobb értékek minden oszlopban, minden modell esetében
felkovérrel vannak jelolve. A jelolések kovetik a vizsgalati esetek leirasanal
feltiintetettet: a + kat. jelolés a kategoriaegyeztetést jelenti, a + Levenshtein
pedig a harom Levenshtein-csoport figyelembe vételét veszik. A jelek hidnya az
adott tulajdonsag randomizalt vagy figyelembe nem vett voltara utal.
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C. Részletes SARI-, BLEU- és Perplexitas-adatok

A jelolések kovetik a vizsgalati esetek felsorolasanal feltiintetettet.

Modell Vizsgalati eset Mean £ Stdev  Min Max
1. (0-shot) 6,28 +3,87 0,52 27,68
2. (1-shot) 8,20+ 5,08 0,65 25,44
3. (1-shot | kat.) 7,08 +5,12 0,56 34,55
Claude 3.5 Haiku 4. (3-shot) 7,96 + 5,14 0,62 27,89
5. (3-shot + Levenshtein) 10,58 £ 6,02 0,54 29,02
6. (3-shot + kat. + Levenshtein) 10,86 + 6,15 0,84 29,68
7. (3-shot + kat.) 8,15+ 5,07 0,49 28,10
GPT-Ao 1. (0-shot) 882+512 1,61 35,62
5. (3-shot + Levenshtein) 10,24 £ 5,75 0,74 27,52
1. (0-shot) 10,484+ 6,52 0,90 35,25
2. (1-shot) 12,33+6,96 1,13 34,81
3. (1-shot + kat.) 12,43+6,88 0,89 37,32
GPT-40 mini 4. (3-shot) 12,39 £ 6,75 0,98 36,28
6. (3-shot + kat. + Levenshtein) 13,28 £ 7,17 1,23 41,17
5. (3-shot + Levenshtein) 13,38 + 7,40 1,67 35,54
7. (3-shot + kat.) 12,484+ 7,11 1,14 34,41
1. (0-shot) 6,42+4,19 0,65 23,46
2. (1-shot) 851+522 0,22 29,83
3. (1-shot + kat.) 8,57 +5,06 0,64 27,29
Llama 3.3 70B, kvantalt 4. (3-shot) 8,72+521 0,43 34,70
5. (3-shot + Levenshtein) 10,65+ 5,98 0,35 33,65
6. (3-shot + kat. 4+ Levenshtein) 10,60 =+ 6,05 0,86 30,84
7. (3-shot + kat.) 8,45+ 552 0,55 30,50
1. (0-shot) 6,36 £+ 4,85 0,06 31,69
2. (1-shot) 8,13+537 0,58 29,24
3. (1-shot + kat.) 8.82+544 0,09 27.42
LLama 3.1 70B, kvantélt 4. (3-shot) 8314544 0,63 27,52
5. (3-shot + Levenshtein) 10,55 £ 6,96 0,33 36,96
6. (3-shot + kat. + Levenshtein) 10,76 + 6,60 0,01 36,17
7. (3-shot + kat.) 8,60+573 0,10 30,53
1. (0-shot) 6,324£4,26 0,68 22,12
2. (1-shot) 6,65+4,81 0,05 24,29
3. (1-shot + kat.) 6,51 +4,58 0,17 26,41
Llama 3.1 8B 4. (3-shot) 6,58 +4,89 0,26 27,25
5. (3-shot + Levenshtein) 7,65 + 5,63 0,07 28,68
6. (3-shot + kat. + Levenshtein) 7,52 + 4,88 0,49 26,63
7. (3-shot + kat.) 6,94+511 0,26 27,89
1. (0-shot) 583+4,34 0,13 25,30
2. (1-shot) 6,73+525 0,35 35,72
3. (1-shot + kat.) 6,41 +4,88 0,52 28,76
Llama 3.2 3B 4. (3-shot) 7134567 0,07 36,07
5. (3-shot -+ Levenshtein) 7,02 + 5,67 0,07 34,50
6. (3-shot + kat. 4+ Levenshtein) 6,97 £+ 5,56 0,01 29,48
7. (3-shot + kat.) 6,45+ 4,88 0,23 27,17
1. (0-shot) 5,64+4,62 0,01 2548
2. (1-shot) 8,37+6,20 0,00 32,42
3. (1-shot | kat.) 8,55+6,29 0,00 32,07
Qwen2.5 7B 4. (3-shot) 8,41 + 6,08 0,87 33,52
5. (3-shot + Levenshtein) 9,95 + 6,84 0,80 44,54
6. (3-shot + kat. + Levenshtein) 10,17 £ 6,61 0,94 32,46
7. (3-shot | kat.) 853+570 0,11 27,12

5. tablazat. BLEU eredmények
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Modell Vizsgalati eset Mean £ Stdev Min Max
1. (0-shot) 38,00+ 6,14 24,16 58,61
2. (1-shot) 41,04 + 6,29 23,52 63,53
3. (1-shot + kat.) 40,83+ 6,62 21,91 62,41
Claude 3.5 Haiku 4. (3-shot) 40,74+ 6,22 26,25 62,41
5. (3-shot + Levenshtein) 42,81 + 5,81 26,08 60,06
6. (3-shot + kat. + Levenshtein) 42,87 + 5,96 26,23 63,70
7. (3-shot | kat.) 40,95+ 6,35 23,97 60,89
GPT-4o 1. (0-shot) 41,29 +5,89 22,67 57,12
5. (3-shot + Levenshtein) 42.70 £ 5.85 24,08 59,16
1. (0-shot) 42,49 + 5,69 25,08 64,70
2. (1-shot) 43,09+ 5,71 28,92 63,74
3. (1-shot + kat.) 43,74+ 523 2524 59,97
GPT-40 mini 4. (3-shot) 43,89 + 5,27 25,52 61,21
5. (3-shot + Levenshtein) 44,58 + 5,58 30,00 65,02
6. (3-shot + kat. + Levenshtein) 44,36 =558 30,04 70,66
7. (3-shot + kat.) 44,05 45,78 24,54 63,85
1. (0-shot) 38,59+ 6,71 18,26 60,95
2. (1-shot) 40,62 + 6,19 19,99 60,78
3. (1-shot | kat.) 40,88 £ 6,58 16,11 62,63
Llama 3.3 70B, kvantalt 4. (3-shot) 41,02 £+ 6,57 18,48 57,80
5. (3-shot + Levenshtein) 42,41 + 5,91 23,42 58,73
6. (3-shot + kat. + Levenshtein) 42,43 + 6,19 25,00 68,95
7. (3-shot + kat.) 40,61 + 6,88 19,84 58,53
1. (0-shot) 38,28 + 6,85 19,41 59,78
2. (1-shot) 40,21 +6,23 23,24 60,14
3. (1-shot + kat.) 40,76 + 6,37 21,65 59,36
LLama 3.1 70B, kvantalt 4. (3-shot) 40,11+6,24 19,20 61,36
5. (3-shot + Levenshtein) 41,50 + 5,88 24,90 59,54
6. (3-shot + kat. + Levenshtein) 41,80 + 6,52 22,34 61,70
7. (3-shot, + kat.) 40,54 + 6,40 21,00 58,29
1. (0-shot) 38,17+ 6,22 15,08 58,73
2. (1-shot) 38,58+ 6,20 17,01 63,09
3. (1-shot + kat.) 38,52+ 6,08 17,92 55,43
Llama 3.1 8B 4. (3-shot) 38,53 £ 6,17 15,96 60,53
5. (3-shot + Levenshtein) 39,27 + 5,95 25,12 59,03
6. (3-shot + kat. 4+ Levenshtein) 39,49 + 5,61 25,42 52,00
7. (3-shot + kat.) 38,03+ 6,18 20,84 56,70
1. (0-shot) 37,12+ 5,70 19,60 52,43
2. (1-shot) 38,21 +5,92 21,73 58,40
3. (L-shot | kat.) 37,62+5.84 20,71 53,04
Llama 3.2 3B 4. (3-shot) 38,24 + 6,39 19,89 57,00
5. (3-shot + Levenshtein) 38,49 + 6,24 18,38 52,61
6. (3-shot + kat. + Levenshtein) 38,47 + 6,10 22,42 59,56
7. (3-shot + kat.) 37,90 £+ 6,38 17,94 54,83
1. (0-shot) 37,53 + 6,28 17,87 56,65
2. (1-shot) 39,63 + 5,50 23,39 55,35
3. (1-shot + kat.) 39,69 + 5,89 17,17 57,12
Qwen2.5 7B 4. (3-shot) 30,03+ 5,63 22,04 57,18
5. (3-shot + Levenshtein) 40,34 + 5,65 23,61 57,14
6. (3-shot + kat. + Levenshtein) 40,65 + 5,44 26,24 63,97
7. (3-shot | kat.) 30,75+ 5,54 17,89 55,87

6. tablazat. SARI eredmények
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Atlag Minimum Maximum
1. (0-shot) 15,11 + 4,67 7,45 33,78
2. (1-shot) 14,10 % 4,30 7,49 31,66
3. (1-shot | kat.) 14,02 + 4,17 7,40 29,37
Claude 3.5 Haiku 4. (3-shot) 14,11 £+ 4,17 6,88 27,03
5. (3-shot + Levenshtein) 12,63 £ 3,69 6,02 23,13
6. (3-shot + kat. + Levenshtein) 12,72 £ 3,73 5,88 25,40
7. (3-shot + kat.) 13,89 &+ 4,09 6,02 26,73
GPT-Ao 1. (0-shot) 15,93 + 5,72 7,52 47,48
5. (3-shot + Levenshtein) 14,98 £ 5,25 5,87 57,49
1. (0-shot) 15,80 £+ 5,76 6,64 47,00
2. (1-shot) 15,14 + 5,39 6,91 34,35
3. (1-shot + kat.) 15,14 + 5,31 5,95 64,81
GPT-40 mini 4. (3-shot) 15,31 £5,44 7,02 39,08
5. (3-shot + Levenshtein) 14,85 £ 5,27 7,02 42,52
6. (3-shot + kat. 4 Levenshtein) 14,58 + 4,58 7,07 34,15
7. (3-shot + kat.) 15,06 + 5,26 7,22 37,36
1. (0-shot) 14,79 + 5,36 6,60 44,09
2. (1-shot) 13,50 + 4,68 6,07 37,93
3. (1-shot + kat.) 13,40 £ 5,01 5,81 33,86
Llama 3.3 70B, kvantalt 4. (3-shot) 13,48 £+ 5,03 6,13 37,76
5. (3-shot + Levenshtein) 11,72 + 4,06 5,25 38,82
6. (3-shot + kat. + Levenshtein) 11,66 £ 3,91 5,04 26,39
7. (3-shot + kat.) 13,57 + 4,98 5,90 35,79
1. (0-shot) 18,45 + 7,74 7,10 50,28
2. (1-shot) 15,40 + 6,39 6,00 67,82
3. (1-shot + kat.) 15,34 + 6,27 5,97 42,57
LLama 3.1 70B, kvantalt 4. (3-shot + Levenshtein) 13,10 £ 4,52 4,54 27,85
5. (3-shot) 15,59 + 6,57 6,57 41,24
6. (3-shot + kat. + Levenshtein) 13,21 £ 5,44 5,54 38,29
7. (3-shot | kat.) 15,36 + 5,56 7,19 44,61
1. (0-shot) 25,11 + 13,84 9,13 163,04
2. (1-shot) 23.57 + 12,41 5.69 165,13
3. (1-shot + kat.) 23,30 + 11,08 8,77 73,61
Llama 3.1 8B 4. (3-shot) 23,86 4+ 12,42 6,07 118,37
5. (3-shot + Levenshtein) 19,97 £+ 9,26 6,13 88,03
6. (3-shot + kat. + Levenshtein) 20,32 4+ 9,47 5,67 59,32
7. (3-shot + kat.) 24,58 + 12,06 8,99 102,85
1. (0-shot) 59,32 4 52,30 5,00 577,32
2. (1-shot) 38,86 + 38,57 3,60 299,56
3. (1-shot + kat.) 41,57 + 41,65 4,76 351,74
Llama 3.2 3B 4. (3-shot) 43,28 + 40,85 9,96 367,61
5. (3-shot + Levenshtein) 40,47 + 44,63 3,83 600,01
6. (3-shot + kat. 4+ Levenshtein) 40,84 + 45,33 1,46 734,61
7. (3-shot + kat.) 39,04 + 33,18 9,48 160,63
1. (0-shot) 65,54 + 45,84 6,93 236,78
2. (1-shot) 45,36 + 29,16 10,32 514,96
3. (1-shot + kat.) 44,45 + 29,07 10,19 163,75
Qwen2.5 7B 4. (3-shot) 47,64 + 30,27 8,57 154,69
5. (3-shot + Levenshtein) 38,32 + 25,25 1,23 161,58
6. (3-shot + kat. + Levenshtein) 37,05 + 22,17 2,66 133,32
7. (3-shot + kat.) 44,33 + 29,79 8,78 137,05
7. tablazat. A perplexitds eredményei
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A méret a lényeg? Morfologiailag annotalt
korpuszok osszehasonlité kiértékelése

Démotér Andreal, Indig Balazs'?, Nemeskey David Mark!

'Digitalis Orékség Nemzeti Laboratorium
2ELTE Informatikai Kar
{domotor.andrea,nemeskey.david }@btk.elte.hu
indig.balazs@inf.elte.hu

Kivonat A korpuszok egyik legjellemzsbb tulajdonsiga a méretiik, ma-
sodik szempontként pedig az annotaciok mindségét szokis emliteni. Mi-
néség alatt elsGsorban konzisztenciat értiink: azt mérjiik, hogyan teljesit
a korpusz egy részén betanitott modell a korpusz egy maésik részén. Cik-
kiinkben kiilonb6z6 méretd morfologiailag annotalt korpuszokon (ELTE
DH gold standard korpusz, NYTK-NerKor, Szeged Treebank) vizsgaltuk,
hogy mekkora az elég nagy korpusz. Mivel a vizsgalt korpuszok standard
cimkekészleteket kovetnek, kézenfekvének tiint a kombinaldsukkal is ki-
sérletezni, igy ugyanis a nagyobb méret mellett nagyobb mitifaji valtoza-
tossagot is elérhetiink. Eredményeink szerint nem a korpuszok mérete a
volt dontd szempont a teljesitményben, a kiilonb6z6 korpuszok vegyitése
pedig még rontott is az eredményeken az annotacios sémak eltérs értel-
mezései miatt.

Kulcsszavak: morfologia, korpuszannotacié, korpuszkiértékelés

1. Bevezetés

Mar szinte kozhely, hogy a gépi tanulasra épiilé természetesnyelv-feldolgozo al-
goritumusoknak nagy mennyiségii tanitéadatra van sziikségiik. De mit jelent
pontosan a magy mennyiség? Ez nyilvin nagyban fligg a feladattol. Kutata-
sunkban a szotovesités és a morfologiai cimkézés feladatat valasztottuk a kérdés
megvizsgalasidhoz, mert ehhez t6bb kiilonb6z8 méret gold standard korpusz &ll
rendelkezésre. A korpuszok teljesitményének Osszehasonlitdsaval elsGsorban arra
kerestiik a valaszt, hogy mekkora korpusz elég ahhoz, hogy elfogadhat6 eredmé-
nyeket kapjunk a kérdéses feladatokon. Azaz alapvetGen a méret és a teljesitmény
Osszefiiggését vizsgaltuk, nem volt célunk a korpuszok mindségének értékelése.
A korpuszméret kapcsan felmeriil a kiilonb6z6 korpuszok egyiittes hasznala-
tanak lehet&sége is. Ez korabban a névelem-felismerésben jol miikodd modszer-
nek bizonyult (Simon és mtsai, 2022), igy a morfologiai elemzés tanitasahoz is
megprobaltuk kombinalni az azonos cimkekészletet hasznalé korpuszokat. Mivel
ezek a cimkekészletek (emMorph és UD) erGsen szabvanyositottak, igy elvileg
az ezeket hasznal6 korpuszok annotacioi kompatibilisek egymassal. Nem szabad
azonban figyelmen kiviil hagyni, hogy mind a szétovesités, mind a morfologiai
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elemzés joval szubjektivebb feladat a névelem-annotalasnal. Emiatt erésen kér-
déses, hogy az elvileg kompatibilis korpuszok vajon valoban kompatibilisek-e (és
egyaltalan van-e ra sziikség, hogy azok legyenek).

2. Kapcsol6dé munkak

A mieinkhez hasonlo kérdéseket vizsgalt Straka és Strakova (2017) a UDPipe 1.1-
es verzidjanak kiértékelése kapcsan. Mivel szamos nyelvre tobbféle UD korpusz is
létezik, ezekkel kiilon-kiilon és vegyitve is végeztek tanitasokat. Altalanossagban
arra jutottak, hogy a modellek jobb eredményt értek el, ha a tanitashoz csak
egy korpuszt hasznaltak fel, a kiilonb6z6 korpuszok vegyitése rontott a teljesit-
ményen. A kisebb korpuszok esetén részletesebb kisérleteket is végeztek a tani-
toadatok méas korpuszokbol valo dusitasanak lehetéségeirsl. Az eredményekben
csak azokat a korpuszokat jelenitették meg, ahol a mas korpusz adataival vald
b&vités jobb teljesitményt eredményezett a fliggdségi annotacioban. Fz Gsszesen
12 korpuszt jelent 6gorog, cseh, angol, francia, olasz, latin, szlovén és svéd nyelve-
ken. Ebbdl a POS-tagelés 6, a morfologiai jegyek meghatarozasa 4, a szo6t6vesités
pedig 7 esetben volt sikeresebb a bévitett korpuszok esetén. A korpuszméret mas
forrasbol valo névelése tehat még a kis korpuszoknal sem bizonyult egyértelmiien
jo Otletnek. A szerzdk ezt a kiilonb6zs korpuszok annotacidinak inkonzisztenci-
ajaval magyarazzak ("the Universal Dependencies are yet not so universal as
everyone would like").

A UD korpuszok annotacioinak eltéréseit vizsgalja Wisniewski és Yvon (2019),
elsgsorban angol és francia nyelvi treebankeken (mivel ezekbdl elég sok van). A
korpuszok kozotti eltérések detektalasara Boyd és mtsai (2008) modszerét hasz-
naltak, mely szerint ha két azonos szekvencia méashogy van annotélva, akkor
valamelyik szekvencia vélhetSen inkonzisztens. Inkonzisztencidk természetesen
eléfordulhatnak (és el is fordulnak) egy korpuszon beliil is, Wisniewski és Yvon
(2019) eredményei szerint azonban az eltéré annotaciok aranya minden esetben
nagyobb volt, ha a korpuszt egy maésik korpusszal hasonlitottak Gssze, mint ha
sajat magaval. A kopruszok kozotti eltérések jellemzésére egy masik kisérletet
is végeztek a szerz6k. Ebben egy binaris osztalyozét tanitottak be, amelynek az
volt a feladata, hogy eldontse egy mondatroél, hogy két korpusz koziil melyikhez
tartozik. Intuitiv feltételezés szerint minél nagyobb lesz ennek az osztalyozonak
a hibaaranya, annal hasonlobb a két korpusz. Az osztalyozot betanitottak csak
szavakra, csak POS-tagekre és sz6 + POS-tag kombinaciokra is. A legsikeresebb
osztalyozéast ez utobbinal érték el, ami arra utal, hogy az azonos szavak (vagy
szoszekvencidk) eltérg annotacioi jol jellemzik a korpuszokat, azaz a korpuszok
kozotti eltérések szisztematikusak.

A korpuszmeéret és a vele betanitott modell sikerességének kapcsolatdhoz ér-
demes még megemliteni Martin és mtsai (2020) munkajat, akik CamemBERT
nevi BERT alapu francia modelljiiket (és Osszehasonlitasképpen méas model-
leket) tanitottak be és értékelték ki négy kiilonbo6zd korpuszon. Ezek koziil a
legnagyobb 389363 tokent tartalmazott, a szofaji cimkézésben a legjobb eredmé-
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nyeket azonban a néla joval kisebb, 68615 tokenbdl all6 Sequoia korpusszal érték
el a szerzdk.

Egyrészt elmondhaté tehat, hogy az annotacios sémak eltérése a kiilonb6zs
korpuszokban més nyelveknél is ismert probléma. Masrészt feltehets az is, hogy
a morfologiai cimkéz6 modellek eredményességének nem feltétlentil az oriasi kor-
puszméret a kulcsa.

3. Felhasznalt korpuszok és eszk6zok

Kisérleteinkhez 3 kiilonb6zé méretti kézzel annotalt korpuszt hasznéltunk fel.
Ezek koziil a legnagyobb a HuSpacy tanitéanyagaul is szolgaldé Szeged Tree-
bank (Vincze és mtsai, 2010). Ennek teljes mérete 1362505 token. Az eredeti
annotacié nagyrészt automatikusan lett a Universal Dependencies szabvanyra
konvertalval, a UD annotéciok csak a korpusz egy kis részén (42032 token) kap-
tak kézi ellenGrzést.?

A masodik legnagyobb felhasznalt korpusz az NYTK-NerKor (Simon és Va-
dasz, 2021)3, amely Ssszesen 1017 340 tokent tartalmaz. A korpuszhoz gold stan-
dard morfol6giai annotacié késziilt az emMorph cimkekészletével, majd ez az
emtsv emmorph2ud2 (Vadasz és Simon, 2019) eszkozével lett UD szabvanyra
konvertalva. A konvertalt UD annotéaciok automatikus és kézi javitasokon is &at-
estek.

A legkisebb vizsgalt korpusz az ELTE DH gold standard korpusza (K. Molnar
és Domator, 2023)1, amely 496 060 tokenbdl 4ll, és az NYTK-NerKorhoz hasonlé
modszertannal késziilt. Mindkét korpuszt az emtsv (Indig és mtsai, 2019) morfo-
logiai elemz6 moduljaival elelemezték, majd az elemzé altal adott annotacidkat
javitottak kézzel az annotatorok. Az eredeti, kézzel ellenérzott annotaciok ennek
megfelelGen itt is az emMorph cimkekészletét kovetik, majd ezek is az emmor-
ph2ud2 eszkozzel lettek UD annotacioval kiegészitve. Ez utébbi annotécios réteg
nem kapott kézi ellendrzést.

Mindhéarom korpusz miifajilag heterogén, tartalmaznak egymassal atfeds és
egyedi szovegtipusokat is, igy a korpuszok kombinélasaval nem csak nagyobb
méretet, hanem nagyobb miifaji valtozatossagot is elérhetiink. A korpuszokban
talalhato miifajokat az 1. tablazatban foglaltuk Gssze.

! https://github.com/huspacy/huspacy-resources/tree/master/data/
processed/szeged- corpus

2 https://github.com/UniversalDependencies/UD_Hungarian-Szeged/

3 https://github.com/nytud/NYTK-NerKor/

4 https://github.com/ELTE-DH/gold- standard
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1. tablazat. A korpuszok miifajai

A korpuszok teszteléséhez elssorban a HuSpaCy (Orosz és mtsai, 2023) lem-
matizalo és morfologiai elemz6 moduljait hasznaltuk, mivel azonban a harom
vizsgalt korpuszbol ketts eredetileg emMorph cimkekészlettel késziilt, igy ezek
6sszehasonlitasahoz a PurePos (Orosz és Novak, 2013) tanitasaval is végeztiink
kisérleteket. Ez utébbinal lehet&ség van elGelemzést is végeztetni a szabalyalapta
emMorph (Novak és mtsai, 2016) modul segitségével.

A korpuszok train-dev-test felosztasdhoz a HuSpaCy eredeti (Szeged Tree-
bankbdl szarmazo) tanitdanyaganak aranyait hasznaltuk. A vagasnal szempont
volt, hogy minden alkorpuszbdél nagyjabél azonos aranyban keriiljon szoveg a
train, dev és test halmazokba, illetve hogy a bekeriil§ szovegek teljes mondatok
legyenek. A korpuszokat elGszor kiilon-kiilon hasznaltuk tanitasra és tesztelésre,
majd megprobaltuk kettesével kombinélni 6ket.

A HuSpaCy eredményei osszehasonlithatok a spaCy (Honnibal és mtsai,
2020) mas nyelvii modelljeivel. A hivatalos weboldalon® 24 nyelv &sszesen 82
modelljének eredményei érheték el. Ebbdl 16 nyelv esetén van adat mind a UD
POS-tag, a morfologiai jegyek és a lemmatizélas kiértékelésére. A modellek at-
lagos teljesitménye az egyes feladatokon a 2. tablazatban lathato.

POS Morph Lemma

0,966 0,944 0,940
2. tablazat. A spaCy kiilonb6z6 nyelvii modelljeinek atlagos accuracy értékei

A legjobb eredményt a spanyol, a katalan és a német modellek érték el, ezek
mindhéarom feladaton az atlagosnal jobban teljesitettek. A leggyengébbek (mind-
harom feladaton atlag alatti) teljesitményt a finn, a litvan és a gorég modellek
adtak. Ezen kiviil még az olasz és a norvég modellek eredményei mondhatok
kiegyensulyozottnak: mindketts atlagos eredményt nyujt POS-tagelésben, a ma-

5 https://spacy.io/models
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sik két feladaton pedig atlagnal jobbat. A tobbi modell sikeressége eltérd volt az
egyes feladatoknal.

A 3. tablazat az el6bb emlitett modellek eredményeit és a modell alapjaul
szolgalo korpuszok méretét mutatja. Az egyes nyelveknél a legjobb eredményt
eléré modellt vettiik figyelembe. A korpuszméret a modell tanitasahoz és kiérté-
keléséhez hasznalt teljes korpusz tokenszamat jelenti.

Nyelv  Korpuszméret POS Morph Lemma

német 900000 0,99 0,97 0,98
spanyol 500000 0,99 0,99 0,97
katalan 500000 0,99 0,99 0,98
norvég 311277 0,97 0,96 0,97
olasz 278429 0,97 0,97 0,98
finn 201948 0,96 0,92 0,86
litvan 70047 0,95 0,89 0,86
gorog 61673 0,96 0,91 0,90

3. tablazat. A spaCy legjobb és legrosszabb eredményt elért modelljei

Itt az latszik, hogy a gyengébb teljesitményt modellek tanitékorpusza va-
loban jellemzden kisebb, egy bizonyos korpuszméret folott (a 278 ezres olasz
korpusztol kezdve) azonban mar nincs lényeges kiilonbség az eredmények kozott.
Bar az eredmények pontos értelmezéséhez nyilvanvaldéan figyelembe kellene ven-
ni az egyes nyelvek (morfologiai gazdagsag) és korpuszok (mifaji sokszintség)
kiilonbségeit, az altalanos tendencia mégis arra utal, hogy nem a méret a lényeg.

4. Eredmények

4.1. HuSpaCy

A 4. tablazatban a HuSpaCy eredményei lathatok a kiilonb6zé korpuszokon és
azok kombinacioin tanitva. A szofaj meghatarozasaban (POS), a NerKor érte el
a legjobb eredményt. A lemmatizalasnal nagyjabol a mérettel aranyosan valto-
zott a teljesitmény az egyes korpuszoknal. A morfologiai jegyek azonositasaban
(Feats) a Szeged Treebank jelentGsen alulteljesit a masik két korpuszhoz ké-
pest. A legnagyobb eltérés a ritka jegyeknél (Reflex, Aspect, Number [psed]),
a melléknevek fokozasanal (Degree) és a szamjegyeknél (NumType) mutatkozott.
Osszességében azonban elmondhaté, hogy mindharom korpusz eredménye eléri,
s6t meghaladja a spaCy maés nyelvi modelljeinek el6z6 fejezetben ismertetett at-
lagos teljesitményét, és kozelitik a hasonld korpuszmérettel biré német, spanyol
és kataldan modellek eredményeit.

A tablazat also részében azt lathatjuk, hogy a kiillénb6zé korpuszok kombi-
nalésa szinte minden esetben lényegesen rontott az eredményeken; egyediil az
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ELTE-Szeged parositas lemma eredménye nem rosszabb mindkét korpusz 6nél-
16 teljesitményénél. A legrosszabb eredményt éppen a két nagyobb korpusz, a
NerKor és a Szeged Treebank péarositasa adta.

Korpusz train dev test POS Lemma Feats
ELTE DH 485525 5250 5285 0,982 0,975 0,977
NerKor 997002 10167 10148 0,986 0,982 0,979
Szeged 1340639 11418 10448 0,983 0,987 0,969

ELTE DH -+ Szeged 1826164 16668 15733 0,976 0,979 0,954
NerKor + Szeged 2337641 21585 20596 0,914 0,918 0,897

4. tablazat. A HuSpaCy eredményei kiilonb6z6 korpuszokon tanitva

Az eddigiek szerint tehat a kisebb korpuszok nem teljesitenek (sokkal) rosszab-
bul a nagyobbaknal, igy azt is mértiik, mi az a miniméalis korpuszméret, amivel
még értékelhets eredményt lehet elérni. Ehhez a legkisebb (ELTE-DH) korpusz
train és dev alkorpuszait vagtuk fokozatosan kisebb szeletekre (75-50-25-10-5%).
A teszthalmazon nem valtoztattunk. Ennek eredményei az 5. tablazatban latha-
tok.

train dev POS Lemma Feats

485525 5250 0,982 0,975 0,977
351723 4101 0,977 0,970 0,975
237287 3019 0,975 0,967 0,972
122254 1426 0,976 0,962 0,973
47971 877 0,965 0,930 0,958
23540 610 0,233 0,640 0,079

5. tablazat. A HuSpaCy teljesitménye kisméreti korpuszokon

A POS-tageknél a korpusz 75%-ra (350 ezer token) csokkentése 0.5% vissza-
esést eredményez, a kovetkez6 vagasoknal (50 és 25%) azonban nem tapasztalunk
ekkora valtozast. A 25%-o0s (120 ezres) korpusz mind a POS, mind a feats eseté-
ben egy kicsivel még jobb eredményt is ad, mint az 50%-os (237 ezres) korpusz.
A lemmak pontossidga 25%-ig folyamatos csokkenést mutat. Nagyobb romlast
mindharom feladatnél a 10%-os (48 ezres) korpusznal latunk el@szor, a még en-
nél is kisebb tanitékorpusz esetén pedig mar értékelhetetlen eredményt kapunk.
(A 64%-o0s lemma accuracy értelmezéséhez megjegyezziik, hogy a tesztkorpusz
szavainak 63,4%-4ara igaz, hogy a szo6t6 megegyezik a szoalakkal.)
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4.2. PurePos

Hasonl6 kisérleteket végeztiink a PurePos tanitaséval is a két emMorph annotaci-
ot tartalmazé korpusszal (ELTE DH és NerKor). Az elemz&t elGszor az emMorph
modul kikapcsoldsaval tanitottuk, azaz elGelemzés nélkiil, csak a korpuszokbol
kellett megtanulnia a cimkekészletet. Itt is elGszor kiilon-kiilon, majd egyiitt is
tanftottunk a két korpusszal. A tanitasi kisérleteket elvégeztiik az ELTE DH
korpusz kisebbre vagott valtozataival is. Ezek eredményei a 6. és 7. tablazatban
lathatok. A 6. tablazatban azért szerepel kiilon oszlopban a UD és az emMorph
lemma, mert a NerKorban kétféle lemma, érték is tartozik a szavakhoz: az eredeti
(emMorph) lemmékat a UD-re konvertalas soran a UD sémajara igazitottak a
korpusz készit6i. Kisérleteinkben ezért mindkét lemmaval elvégeztiik a tanitast.

Korpusz train test Tag Lemma (UD) Lemma (emMorph)
ELTE DH 485525 10535 0,948 0,925 0,925
NYTK-NerKor 997002 20315 0,948 0,940 0,925
ELTE + NerKor 1482527 30850 0,942 0,923 0,919

6. tablazat. A PurePos eredményei kiilonb6z6 korpuszokon tanitva emMorph
nélkiil

A két korpusz eredményeit Osszehasonlitva azt latjuk, hogy a cimkézési fel-
adatnal kiilonb6z6 méretiik ellenére is azonos teljesitményt nytujtott a két kor-
pusz. A lemmatizalasnal a NerKor UD lemmai kénnyebben tanulhaténak bizo-
nyultak, mint az eredeti lemmak, ez utébbiak szintén azonos eredményt mu-
tatnak az ELTE DH korpusszal. Itt is igaz, hogy a két korpusz kombinalasa
nemhogy nem javitott, de még rontott is az eredményeken.

Train méret Tag accuracy Lemma accuracy

485525 0,948 0,925
351723 0,947 0,927
237287 0,946 0,927
122254 0,946 0,938
47971 0,925 0,935
23540 0,894 0,912
11951 0,889 0,908
5863 0,836 0,872

7. tablazat. A PurePos teljesitménye kisméretti korpuszokon emMorph nélkiil

A 7. tablazatban lathatd eredmények szerint a PurePos a HuSpaCy-nél ke-
vésbé érzékeny a korpuszméretre. (Ami nem meglepd, hiszen a PurePosnak ki-
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fejezett célja volt, hogy kis korpuszokon is képes legyen viszonylag megbizhatd
eredményt adni.) A lemmatizalasban még egészen kicsi, alig 12 ezer token mérett
tanitokorpusszal is elérte a 90%-ot. Erdekes, hogy a 120 és a 48 ezres korpuszok-
nal a lemmatizalas eredményessége dtmenetileg még javult is, ez valoszintleg a
részkorpuszok sajatossagai miatt lehet. A tagelésnél itt is a 48 ezres korpusz-
nal latjuk az elsé nagyobb visszaesést, de ennek az eredményei is sokaig 90%
kozelében maradnak.

A 8. és 9. tablazatban ugyanezeket a tanitasokat latjuk, de ezuttal hasznaltuk
a beépitett emMorph elelemzé modult, azaz a korpuszokbdl betanitott modell-
nek mar csak az egyértelmisités volt a feladata. Ehhez referencianak érdemes
megvizsgalni, hogy a szavak mekkora része eleve egyértelmi. Ez legkbnnyebben
az ELTE DH korpusz xml valtozatan volt mérhets, ez ugyanis tartalmazza az
Osszes alternativ emtsv elemzést. Eszerint a szavak kozel felénél (45,7%) mind
a szOt6, mind az elemzés egyértelmd, igy nem meglepSek az el6z&eknél még
erésebb eredmények. A legjobban az ELTE DH korpusza teljesitett. A NerKor
alulmaradasa valosziniileg annak tudhat6 be, hogy a korpusz készit6i vélhetSen
tobbszor adtak meg sajat elemzést az emtsv altal felajanlottak helyett.

Korpusz train test Tag Lemma (UD) Lemma (emMorph)
ELTE DH 485525 10535 0,963 0,982 0,982
NYTK-NerKor 997002 20315 0,936 0,948 0,954
ELTE + NerKor 1482527 30850 0,942 0,958 0,958

8. tablazat. A PurePos eredményei kiilonb6zé korpuszokon emMorph elGelem-
zéssel

A korpuszméret csokkentése itt — nem meglepé moédon — még kevésbé befo-
lyasolta az eredményeket: a korpusz csupan 10%-at (48 ezer tokent) hasznalva is
ugyanolyan eredményeket kaptunk, mint a teljes korpuszon tanitva.

Train méret Tag accuracy Lemma accuracy

485525 0,963 0,982
351723 0,963 0,981
237287 0,965 0,981
122254 0,967 0,982
47971 0,963 0,982
23540 0,955 0,978
11951 0,955 0,977
5863 0,942 0,971

9. tablazat. A PurePos teljesitménye kisméretii korpuszokon emMorph elGelem-
zéssel
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Az 1. abran még jobban latszik a neuralis (HuSpaCy) és a HMM (PurePos)
rendszerek eltér§ karakterisztikija. A HuSpaCy eredménye mind a szotovesi-
tésben, mind a tagelésben meredeken zuhan a 10%-osra redukalt korpuszméret
alatt, mig a PurePos teljesitménye joval visszafogottabb {itemben csokken. (A
HuSpaCy esetén az (1b) abran a feats eredményeket jelenitettiik meg, mert ne-
hézségben ez a leginkabb Gsszevethets az emMorph cimkézéssel.) Az emMorph
elGelemzgvel az esés mindkét feladaton még lassabb, a szotovesités pontossaga

pedig végig a HuSpaCy-¢é felett marad.

1 1.0 T T T T T
"
0.95 | g
0.9 i
0.9} g
0.8 - - 0.85- a
0.8 - -
0.7 |- B
0.6 | | | | | | | | 0.0 | | | | | | | |
1% 2.5% 5% 10% 25% 50% 75% 100% 1% 25% 5% 10% 25% 50% 75% 100%
(a) Lemma accuracy (b) Tag accuracy
—a— HuSpaCy —e— PurePos PurePos + emMorph

1. 4bra. A lemma- és POS-tag pontossag alakulésa a korpuszméret fiiggvényében

5. Diszkusszio

Az eredmények tiikrében visszatérhetiink az eredeti kérdéshez: mennyire szamit a
méret? Ugy tinik, hogy a neuralis halo alapt rendszereknél, amilyen a HuSpaCl,
szamit, de ott sem mindenek felett. A kisebb korpuszok nemcsak vesenyképes-
nek bizonyultak a legnagyobb mérettel birdé Szeged Treebankkel szemben, de
bizonyos feladatokban meg is el6zték. Azt mondhatjuk tehat, hogy nagyjabol
félmillio tokentsl (ami az ELTE DH korpusz teljes mérete) kezdve mar nem fel-
tétleniil szamit a méret. Az ennél kisebb részkorpuszokon azonban egyértelmi
volt a teljesitménycsokkenés, kiilonosen a lemmatizalasnal. A POS-tagek és a
morfologiai jegyek pontossaga viszont meglepGen kis korpuszméretnél (120 ezer
token) is a "vallalhaté" tartomanyban maradt.

Osszességében tehat gy ttnik, hogy mindharom vizsgalt korpusz mérete
megfelel§ a HuSpaCy tanitasahoz, a PurePosnak pedig még kisebb is elég lenne,
kiilonosen ha a cimkekészlet lehetévé teszi az emMorph elSelemzésének haszna-
latat. Ez azt is megmutatja, hogy a neurélis halok és a mesterséges intelligencia
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térhoditasa mellett is lehet helye a szabalyalapt moduloknak: az emMorph és a
PurePos éppen a HuSpaCy szaméara leginkdbb kihivést jelent§ lemmatizalasban
volt kiilonosen sikeres a kisebb korpuszokon. Az, hogy a tagelési feladatban vi-
szont (bar abban is j6) nem éri el a lemmatizalo szintjét amiatt lehet, hogy a
sz6faj kérdése sokszor a szakérté emberi annotatorok szamara sem egyértelmd.
Mind a NerKorban, mind az ELTE DH korpuszban gyakori tévesztés volt a mel-
léknevek és fénevek keverése, ami a nyelvészeknek is "sziirke zoénanak" szamit.

Tovabbi érdekes és hasznos tanulsidg, hogy barmennyire is csabitd gondolat
a nagyobb meéret elérése érdekében egyiitt hasznalni a meglévs korpuszokat, ez
sajnos minden esetben rossz 6tletnek bizonyult. Ugy ttinik, hogy a lemmatiza-
las és morfologiai elemzés tulsdgosan sokréti feladat ahhoz, hogy barmely két
miihely egységesen tudjon annotalni, még akkor is, ha azonos séméat probalnak
kovetni. A korpuszok kozotti eltérések részletes vizsgalata egy kiilon tanulméanyt
érdemelne, itt csak néhany kiilonbséget emlitiink meg, amelyek vagy mar a kor-
puszok leirdsabol kideriilnek, vagy az altalunk végzett mérések eredményeibsl
nagyon szembet(inGek voltak.

A NerKor példaul sajatos elemzést alkalmaz a tobbtagi tulajdonnevekre.
Ezek belst tagjai nem kapnak esetragot, csak sima [/N] taggel annotaljak 6ket,
a sz6t6 pedig azonos a szdalakkal. Ez a UD konverziéba nem keriilt at, igy csak
a NerKor és az ELTE DH kompatibilitasat érinti (amennyiben az emMorph an-
notaciokat hasznaljuk). Tovabbi kiilonbség a két kisebb korpusz kozott, hogy a
NerKor megkiilonbozteti a melléknévi igeneveket a melléknevektdl, el6bbiekre
a [/V] [_ImpfPtcp/Adjl, [/V] [_PerfPtcp/Adj]l és [/V][_ModPtcp/Adj] cim-
kéket hasznélja, mig az ELTE DH korpuszban ez a kiilonbség csak a részletes
elemzésben jelenik meg, az egyszerd cimke minden esetben [/Adj]. Ez érin-
ti a UD valtozatot is, a NerKor a melléknévi igeneveknél hasznal egy extra
VerbForm feature-t, ami se az ELTE DH, se a Szeged Korpuszban nem szerepel,
ezekben a melléknévi igenevek annotacidja megegyezik a sima melléknevekével.
Egyébként pont ezek az eltérések okozzak a NerKor gyengébb teljesitményét a
PurePos+emMorph tanitasaban, az emMorph ugyanis nem ad sima [/N] illetve
igenévi cimkéket, igy ezek okoztak a legtobb tévesztést ennél a modellnél.

Az ELTE DH korpusz sajatossaga, hogy a ragozott névméasok (pl. rdla) esetén
a szotGben kiilonbséget tesz a személyek (4) és a nem személyek (az) kozott,
mig a masik két korpusz nem hasznalja az az szétovet ezekben az esetekben.
A NerKor dokumentéacidja tovabba megjegyzi, hogy a Szeged Treebank nem
mindig kévetkezetes a névmésok szétovesitésében, és az sem konnyitette meg a
szabalyok egyértelmd meghatarozéasat, hogy néhany ragozott alakra nincs példa
a korpuszban.

Végiil meg kell emliteni a segédigék kérdéskorét, amit szintén eltéréen kezel-
nek a korpuszok. A Szeged Treebankben AUX cimkét kap a mult idejd feltételes
mod (volna) és a jove id6 (fog) segédigéje, valamint a kopula. Az emMorph cim-
kekészletben azonban nincs segédige kategoria, igy az emmorph2ud2 konvertalo
eszkozbe sem keriilt bele. A NerKor a sima [/V] cimkével kiilonbozteti meg a
segeédigét a tobbi igétdl, ezt azonban csak a volna esetében hasznéljak (ami érthe-
t6, hiszen a jove id6t jelzd fog-nak és a kopuldknak van ragozéasa). Az ELTE DH
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korpusz UD valtozataban viszont (mivel az az emmorph2ud2 eszkozzel késziilt)
egyaltalan nem szerepel az AUX cimke.

6. Osszegzés

Osszefoglalva, a morfologiai annotalas tanitasa a tapasztalataink szerint nem
feltétleniil igényel oOridsi tanitokorpuszt. A méretnél lényegesebb szempont az
annotéciok konzisztenciaja. A korpuszok kombinélaséval kapott eredmények azt
mutattak, hogy méar az annotaciés sémék kis eltérései is komoly nehézséget tud-
nak okozni a tanul6 algoritumusoknak.

Mindebbdl jogosan kiévetkezne az igény a kiilonb6z6 korpuszok annotacios sé-
mainak egységesitésére, kiilondsen egy olyan nemzetkozi szabvany esetén, mint a
Universal Dependencies. Ugyanakkor azt is lattuk, hogy nincs feltétleniil sziikség
a meglévéknél nagyobb annotalt korpuszokra, igy az is elfogadhat6 irany lehet,
ha hagyjuk, hogy az egyes korpuszok megérizzék az "egyéniségiiket", aminek az
emMorph elemzési réteg jo tere lehet.
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Kivonat: A nagy nyelvi modellek (LLM) terjedésével egyre népszeriibbek a cél-
zott sajat (custom) chatbotok. Ezek fejlesztése sokszor a Retrieval Augmented
Generation (RAG) megoldasra épiil. Azonban mind a fejlesztés és tesztelés, mind
az alkalmazas szempontjabol fontos dontés, melyik LLM-t hasznaljuk a sajat
chatbot mogott: a valasztott alternativa nem kozombos sem teljesitmény, sem
koltségek tekintetében. A kutatés keretében egy felsdoktatasi céli chatbot esetén
vizsgaltuk a legnépszeriibb zart és nyilt silyu LLM-ek API hivasokkal torténd
hasznalatanak mindéségi és koltség jellemzdit. A chatbotba az oktatok tolthetik
fel tananyagaikat, a hallgatok kérdéseket tehetnek fel a modellnek, végiil az ok-
tatok megtekinthetik a tanulok kérdéseit és statisztikait, igy tamogatva a sze-
mélyre szabott tanulast. A vizsgalat ravilagitott, hogy a koltségek jelentds részét
teszik ki a sajat tudasbazis kiépitése és tesztelése. A lokalis tudasbazis felépitése
sordn az egyes modellek nagyon eltérd mindséget eredményeznek. A teszt és fel-
hasznaldi kérdésekre adott valaszokban a koltségek rovid tdvon nem jelentdsek
(a fejlesztéshez képest), ugyanakkor a nyilt sulyt modellek is jo eredményt tud-
nak biztositani, megnyitva a koltségek csokkentését hossza tavon.

Kulcesszavak: nyiltkérdés-megvalaszolas, RAG, nagy nyelvi modell, LLM, ge-
nerativ valaszolas, retriever-reader architektara

1 Bevezetés: a fels6oktatas generativ MI kihivasa

A nagy nyelvi modellek (LLM) és az azokra épiil6 kiillonbdz6 mesterséges intelligencia
(MI) megoldasok egyik legnépszertibb alkalmazasi teriilete a chatbotok. E chatbotok
alkalmazasa azonban szamos kérdést vet fel, melyek egy része technikai problémakbol
(pl hallucinacid), mas része mindségi hianyossagokbol (pl. hibas, nem adekvat vagy
terjengds valasz) ered, emellett felvetddnek adatvédelmi kockazatok is (pl. a belsé ada-
tok feltoltése egy kiilsé chatbotba). Az altalanos generativ modellekre épiilé botok nem
minden esetben adnak pontos valaszt egy-egy felhasznaloi kérdésre, kiilondsen, ha azok
egy specifikus szakteriiletre vagy tartalomra iranyulnak, igy ilyen esetekben gyakrab-
ban adnak helytelen valaszt vagy akar hallucinalhatnak. Ugyanakkor konkrét alkalma-
zasok esetén a felhasznald szamara fontos lehet a pontos és akar ellendrizhetd valasz
(amihez forras megjeldlés is kapcsolodhat) (Berkecz és mtsai, 2024). E problémak el-
lensulyozasara egyre tobbet figyelembe vett lehetséges megoldas a sajat (Un. custom
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vagy lokalis) botok épitése. A lehetdség elénye, hogy a tartalom kdzvetleniil az iizleti
igényhez igazithatd, és az lizemelteté nagyobb kontrolt gyakorolhat a tartalom és a le-
kérdezés felett (Gao és mtsai, 2023). Ugyanakkor kihivas, hogy a chatbotot ki kell fej-
leszteni — melyhez fejlesztési kornyezet €s szaktudas kell —, illetve jol kell megvalasz-
tani a bot mogott mitkodo nyelvi modelleket.

Egy sajat bot kialakitasa azonban nem csak fejlesztdi kihivas, de tesztelni is kell a
tartalmat, hisz ez az egyik legfobb célja a bot 6nallo fejlesztésének, és figyelembe kell
venni a fejlesztés és lizemeltetés koltségeit is. Szamos dontés kapcesolodik egy sajat bot
kialakitasahoz, de ezek koziil a legfontosabb, hogy a custom bot épitése és hasznalata
soran alkalmazott LLM milyen teljesitményre képes, és milyen varhato koltségekkel
jar. A koltségek tekintetében két 1ényegi megkdzelités érhetd el a piacon: az un. nyilt
sulyt modellek, melyek ingyenesen hasznalhatok (akar netes eléréssel, akar lokalis fut-
tatassal kapacitastol fiiggden), mig a zart modellek hasznalataért fizetni kell, ami lehet
havi el6fizetés (személyre szabottan) vagy hasznalat (azaz token mennyiség) fiiggd.

Technikai megoldas szempontjabdl egyre népszertibbek az un. Retrieval Augmented
Generation (RAG) megoldasok (Lewis és mtsai, 2020). Egy RAG-alapt rendszer jel-
lemzben 6t f6 részbdl all, egy adatbeviteli funkciobol (mely a szakteriilet vagy cél-
specifikus informaciokat gyiijti €s vektorizalja), egy lokalis tudasbazisbol (mely a szak-
teriileti anyagokbol késziilt embedded vektorokat eltarolja), egy hozza kapcsolodo le-
kérdez6bol és kontextus azonositobdl (mely kettd egyiitt megkeresi a felhasznaloi kér-
dések alapjan a valaszt és a relevans kontextust, majd azt jellemzéen promptta kiegé-
szitve tovabbadja a nyelvi modellnek), egy (generativ) LLM-bdl (mely a kontextushoz
ill6 végsd valaszokat nyelvtanilag helyesen legeneralja). Kell még (vég)felhasznaloi
interfész is (mely minimalisan egy prompt-feliiletet, de mas funkciokat is nyujthat).

Egy custom chatbot kialakitasa jol meghatarozhato teriiletek és lekérdezések esetén
lehet sikeres, melyre jo példa a felsdoktatas, ahol egy-egy tantargy tananyaga altalaban
jol koriilhatarolhato. Lehetnek elérhet6 tankonyvFmtsaek és jegyzetek, vagy az oktatd
hasznalhat cikkeket, eldadas anyagokat és mas forrasokat, melyek az adott targyban
elvart ismereteket, dedikalt tudast tartalmaznak. Egy felsdoktatasi kontextusban azon-
ban a jelenlegi piaci koriilmények kozott nem alternativa az egyéni eléfizetés (jellem-
z6en a hallgatoi 1étszam miatt, de a varhato alacsony kihasznaltsag okan is), igy tipiku-
san a tokenes (API) elérést vagy az ingyenes LLM-eket érdemes megvizsgalni. Termé-
szetesen a koltségek mellett torekedni kell a minél pontosabb valaszadasra is.

Az e tanulmanyban bemutatott kutatas f6 célja annak vizsgalata, hogy egy felsdok-
tatasra tervezett, cél-orientalt és tantargyra szabhat6 custom chatbot fejlesztése és iize-
meltetése esetén milyen ar-érték aranyt tudnak biztositani a zart modellek, és vajon a
nyilt modellek fel tudjak-e venni veliik a versenyt.

2 RAG-alapi egyedi, testre szabott chatbot

2.1 A RAG megoldas és technikai komponensei

Egy cél-orientalt, lokalis chatbot 1ényege, hogy képes egy fokuszalt teriiletre vonatko-
zoan kérdéseket helyesen megvalaszolni, és az eredményt kontextusban adott nyelven
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megformalt szovegként visszaadni. Az egyik legnépszerlibb és gyorsan felkapotta valt
technologia ilyen jelleglh kérdés-felelet (Q&A) bot épitésére a Retrieval Augmented
Generation (Gao ¢€s mtsai, 2023). A RAG megkozelitéssel csokkenthetdk a koltségek,
sajat tartalmakat lehet kereshetdvé tenni €s tigy csokkenthetd a hallucinacio jelensége,
hogy a sajat tartalmakat nem kell feltdlteni a nyelvi modell szolgaltatojanak felhdjébe
(Shuster és mtsai, 2021). Ilyen RAG megoldassal kereshetévé tehetok sajat anyagok,
els6sorban példaul PDF-ben vagy szovegesen tarolt dokumentumok. Mivel a megoldas
lokalisan tizemeltethetd, igy a funkciok is kontrollalhatok és a keresési adatok (promp-
tok és megtalalt valaszok leirasa €s statisztikai) is elérthet6k. Ezek a jellemzok aztan
felhasznalhatok mind a RAG tovabbfejlesztésére, mind a tartalom javitasara, mind a
kérdezdk promptolasi technikainak képzésére.

A bot kiépitése soran szamos dontést kell hozni, melyek a fenti modulok implemen-
talasara vonatkoznak amennyiben a lehetséges technikai megoldéasok koziil valasztani
kell. A két legfontosabb dontés a bejovd anyagok feldolgozasat végzd modell kivalasz-
tasa, illetve a lekérdezésre adott végsd valaszt legenerald LLM megvalasztasa.

2.2 A felsdoktatasi chatbot mint teszt kornyezet és a hasznalt technolégiak

Az LLM-ek tesztelését és eredményeik dsszehasonlitasat egy olyan felsdoktatasi chat-
bot fejlesztése soran végeztiik el mely lehet6vé teszi PDF fajlok feltoltését és tAmogatja
a hallgatokat az adott tananyagra vonatkozd kérdéseik megvalaszolasaban. A felséok-
tatasi chatbot implementacidja soran fontos szempont volt, hogy a hallgatdk a rendszer
altal feldolgozott tananyagok alapjan pontos, hallucinacioktol mentes valaszokat kap-
janak kérdéseikre. Tovabbi célkitlizés volt, hogy részletes statisztikakat biztositson az
oktatok szamara, hogy a tananyagokat €s az oktatast teszteredmények alapjan tovabb-
fejleszthessék. A rendszer ezért a RAG megoldasra épiil: az oktato feltoltheti a tantargyi
anyagokat, valamint megtekintheti a tanulok kérdéseit és a statisztikakat, igy tdmogatva
a személyre szabhato tanulast. A hallgatdi oldal egy prompt feliiletbdl és tudas-teszte-
1ési funkciobol all.

A bot létrehozasa soran két f6 részre bontottuk projektet: (1) a PDF anyagok betol-
tésének, feldolgozasanak, vektorizalasanak kezdeti 1épésére, amelybdl a lokalis tudas-
megoldas tesztelésére. Mindkeét 1épésnél figyelembe vettiik a koltségeket is és ennek
megfelelden hataroztuk meg az optimalis megoldast.

A teljes RAG folyamat teszteléséhez egy angol nyelvii, 649 oldalas tankdnyvet hasz-
naltunk (Laudon, 2021) PDF formatumban, amelyben 393 oldal szkennelve, képként
szerepel. A konyv bemutatja, hogyan hasznaljak a vallalatok az informacios rendszere-
ket tizleti céljaik elérésére és problémak megoldasara.

2.2.1 Adatbevitel és tarolas

Minden egyes oldal, amin abra taladlhatdé nem csak az abrat, grafikont tartalmazza
képként, hanem az oldalon talalhato tobbi szoveget. Ennek kovetkeztében az elso tech-
nologiai kihivas a képként tarolt oldalak transzformalasanal jelentkezett. Tovabbi prob-
1émat okozott, hogy a kdnyvben gyakoriak a magyarazé abrak, diagramok és minden
fejezet 1-2 szovegdobozban kiemelt esettanulmanyt is tartalmaz, amelyek félbeszaki-
tottak a torzsszoveget. Ebbol kdvetkezden nem lehetett alkalmazni az alapértelmezett,
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mindenhol hasznalt szoveg 0sszeflizési modszert, ahol az oldal aljan véget érd szoveg-
hez a kovetkez6 oldal tetején taldlhatd szoveget kotjiik, mivel akar a kdvetkezd oldal
kozepén vagy 2-3 oldallal kés6bb folytatddhatott a félbehagyott torzsszoveg. Ezutan
szemantikailag koherens kisebb részekre kellett tovabb osztani a feldolgozott szoveget,
mivel a teljes konyv folyamatos elkiildése jelentdsen megdragitotta volna a valaszadast.

A PDF dokumentumok betdltésére és pontos feldolgozasara mar régota sziilettek
megoldasok, amelyek alapvetéen megprobaltak valamilyen determinisztikus algorit-
mus alapjan felismerni az egyes szovegblokkok sorrendjét, a formazasi kiemelések
alapjan kitalalni a cimeket és szintjiikket Markdown formatumban, valamint képek ese-
tén OCR technikat alkalmazva felismerni a karaktereket. Elébbire példa a PyMuPDF
(McKie és Liu, 2016), Camelot (Camelot Developers, 2021), Tabula (Ariga, 2016),
PdfMiner (Shinyama, 2019), mig utobbira a legjobban elterjedt Tesseract rendszer
(Smith, 2007). A PDF els6sorban azonban nyomtatasi, megjelenitési formatum és emi-
att a szemantikai egység erdsen csorbul. A szdveg értelmezése nélkiil sok esetben nem
lehet megallapitani a sorrendet, kapcsolddast, valamint a diagramokrdl sem tudnak 6sz-
szefoglalo leirast késziteni ezek a hagyomanyos szoftverek. A legijabb LLM-k koziil
tobb mar rendelkeznek vision képességgel, amely kivaloan hasznalhatdé OCR kivalta-
sara és annal magasabb szintli PDF feldolgozasra. A kutatas soran 6 zart (ol-preview,
GPT-4-turbo, GPT-40, GPT-40-mini (OpenAl, 2024), Gemini PRO 1.5 (Gemini Team,
2024), Claude Sonnet 3.5 (Anthropic, 2024a)) és 7 nyilt modellt (Mixtral-8x22B-Inst-
ruct (Jiang és mtsai, 2024; Mistral Al team, 2024), Qwen2-72B VL (Yang és mtsai,
2024), Meta-Llama 3.1 405B (Llama Team, 2024), Llama 3.2 11B Vision, Llama 3.2
90B Vision (Meta, 2024), Mini CPM-Llama3 (Pondhouse Data, 2024), Google Gemma
2-27B (Gemma Team, 2024)) hasznaltunk ugy, hogy az egyes feladatokhoz ezekbdl
valasztottunk.

Tesztjeink alapjan mind a hagyomanyos PDF bet6ltéknél (PyMuPDF, PyMu-
PDF41lm), mind a Tesseract OCR rendszernél jobb eredmény érhet6 el vision LLM
alkalmazasaval (amit a GPT-40, Google Gemini PRO 1.5, Claude Sonnet 3.5, Qwen2
72B, Llama 3.2 11B Vision, Llama 3.2 90B Vision, Mini CPM-Llama3 tud). A nyelvi
modellek pontosabbak a karakterfelismerésben foleg, ha diagramon, folyamatabran
szerepel a felirat, jobban kovetik a dokumentum struktarajat, képesek részletes leirast
késziteni az abrakrol és alapvetd kimeneti formatumuk a JSON struktura, amely sokkal
alkalmasabb tovabbi szoftveres feldolgozasra mint a Markdown. A tesztek soran kipro-
baltuk, hogy a PyMuPDF-el vagy Tesseracttal mar felismertetett szoveget hozzaadjuk
a prompthoz: a nagyobb modellek ezt teljesen figyelmen kiviil hagytdk, de a kis mo-
delleket megzavarta és onismétlésbe kezdtek. A koltségeket és feldolgozasi idot figye-
lembe véve ezért a hagyomanyos rendszerek teljes elhagyéasa mellett dontottiink a fo-
lyamatbol. Az LLM-mel torténd feldolgozas gyorsitasat pedig aszinkron hivasokkal ér-
tik el iigyelve a szolgaltatd (pl. OpenAl, Anthropic) altal meghatarozott lekérdezési
korlatozasokra (rate limit).

A tobb oldalra szétszort fejezetek problémajat felismerve a PDF oldalait egy altalunk
1étrehozott JSON szerkezetbe to1tottiik be, amely oldalanként tarolta a fejlécet, lablécet,
kiilén az esetlegesen felismert oldalszamot, valamint kép, tablazat és torzsszoveg tipusu
blokkokban az oldalon megtalalhato szovegrészeket, abrak leirasat. Minden széveg-
blokk tartalmazott cimet is, ahova opcionalisan a kép, tablazat vagy a kezd6do fejezet
cimét irta be az LLM kérésiinkre. Ha egy szovegblokk nem rendelkezett cimmel, de
valamelyik el6z6 oldalakrol szarmazoé szoveg folytatasa volt, akkor egy specidlis cim
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beirasara kértiik a nyelvi modellt. Ezutan az el6z6 oldal végérdl blokkonként visszafelé
halad¢ algoritmussal 6sszekotottiik az aktualis oldal elejétd] indulva ezeket a specialis
cimmel ellatott JSON részeket. Mivel ezt szekvencialisan oldalanként elvégeztiik, ezért
a tobb oldalra szétszort fejezeteket lancolt listaba tudtuk szervezni és sikeresen Ossze-
kotni. Példaul a 468. oldal aljan kezdddo fejezethez hozzakapcsoltuk a 470. oldal aljan
folytatodo bekezdéseket és végiil a 471. oldal kézepén talalhatd befejezd részt.

Az LLM-k a PDF feldolgozas soran sok esetben kényszeresen befejezték a félbeha-
gyott mondatokat. Errél a szokasrol a hdmérséklet 0-ra allitasaval és specifikusan meg-
fogalmazott mondatokkal szoktattuk le éket. Példaul: ,,You must extract all text from
the page image exactly as it appears in the image. Including the text at the top of the
page, which in most cases is a continuation of the previous page, hence the lack of a
title”. A Google Gemini és a Claude Sonnet modellek esetén az oldalak tomeges fel-
dolgozasakor tjabb problémaba iitkdztlink, mivel ezek a modellek t6bb oldal utan hi-
baval tértek vissza arra hivatkozva, hogy nem szoveges tartalmak sz6 szerinti vissza-
adasara talaltak ki 6ket (Anthropic Privacy Center, 2024). Ennek valdszinii oka az el-
leniik inditott sajtoperektdl vald félelem lehetett. Ezeket az LLM-ket sajnos nem lehet
OCR feladatokra hasznalni. Az OpenAl GPT-40 pedig 1 oldal esetén tartalomszlrd
(content filter) hibaval tért vissza, ami azt jelenti, hogy veszélyesnek itélte meg az arc-
felismer6 szoftverekrdl szol6 tankdnyvi esettanulmanyt, amit a feldolgozandé PDF ol-
dal tartalmazott. A prompt modositasaval nem sikeriilt megkeriilni a problémat ezért
tartalék LLM (Llama 3.1 90B) bevetése mellett dontottiink, amely képes volt feldol-
gozni az oldalt.

2.2.2 Relevans szovegrészek azonositiasa felhasznaldi kérdéshez

A relevans szovegrészek keresése szempontjabol a fejezetek kivald kiindulasi pontot
biztositanak, mert a megfelelden szerkesztett konyvek, cikkek egy fejezetben ugyanah-
hoz a témakdorhodz kapesolodo gondolatokat fogalmazzak meg, viszont tovabbra is tal
hossztak altalaban kivéve a képeket és tablazatokat. Az el6bbiekhez az LLM altal ké-
szitett leirasok hossza atlagosan 500-600 karakter, igy alatta marad a tapasztalati alapon
meghatarozott 1000 karakteres hatarnak. A tablazatokat pedig nehéz lenne szétvagni
szemantikusan, de a tapasztalatok alapjan nem haladjak meg ezek sem az elobb emlitett
hatart. Az 1000 karakternél hosszabb szoveges fejezeteket elészor rekurziv moédon a
bekezdések végét jelzd dupla sortoréseknél, mondatok végén igyekeztiink szétvagni a
jol ismert RecursiveCharacterTextSplitter metodussal, de tobb esetben is egybetartozo
szovegrészeket vagott ketté. Ezutan egymas utan kdvetkezé 1 mondatban kiilonboz6 3
mondatos blokkok tavolsagat (1 — koszinusz hasonlésag) vizsgaltuk, és a tavolsdgok
95%-nal nagyobb értékek esetén vagtunk, de ebben az esetben teljesen kiegyensulyo-
zatlan lett az egyes eredményként kapott szovegrészek hossza. Végiil agens, azaz LLM-
k segitségével végzett darabolas mellett dontottiink, mert az LLM értelmezte a szove-
get, és az egyes gondolati 6sszefliggések végén hatarozta meg a vagasi pontokat (itt a
GPT-40-t és a 40-mini-t alkalmaztuk). Ezt erfsitette, hogy sok esetben bekezdések vé-
gén darabolta a szoveget pedig a promptban ilyen irdnyt instrukcié nem szerepelt, ha-
nem csak a szoveg szemantikai egybetartozasara vonatkozo utasitasokkal lattuk el.

A legtobb helyes valasz elérése szempontjabdl célszerti a legjobban illeszkedd, leg-
nagyobb relevanciaval rendelkezé dokumentumrészeket atadni az LLM-nek, hogy va-
laszat ezekre a szovegrészekre alapozza és mast ne vegyen figyelembe, ne hallucinal-
jon. Igy jelentésen lehet csokkenteni a kitalalt tények mennyiségét, mivel ha nem
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hatarozhatd meg az atadott szovegrészek alapjan a valasz, akkor a promptban arra uta-
sitottuk az LLM-t, hogy térjen vissza a kontextus alapjan nem adhat6 vélasz szoveggel.
Kétfelé egymastdl teljesen eltérd keresési modszert alkalmaztunk, hogy megtalaljuk az
Osszes kapcsolodd dokumentumrészt. A FAISS vektoradatbazisba betdltottik a vekto-
rokka alakitott dokumentum darabokat és a felhasznald eredeti kérdését, valamint
LLM-mel generalt 3 db hasonl6 kérdést is vektorizaltunk (Ma és mtsai, 2023), majd
koszinusz tavolsag alapjan megkerestiik a jelentéstartalom alapjan kozel allo szovegré-
szeket és a relevancia pontszamat is meghataroztuk. Ugyanezt végeztiik el a BM25
modszerrel is, ami nem vektorizal, hanem szavakat, kifejezéseket keres és a kulcssza-
vak, valamint a dokumentumok hosszanak figyelembevételével allapitja meg azok re-
levancia pontszamat (Robertson és Zaragoza, 2009). Az algoritmus kiilondsen alkalmas
olyan alkalmazéasokhoz, amelyeknél a kulcsszavak megjelenése fontos szerepet jatszik
a relevans talalatok kivalasztasaban. A BM25 stlyozza a dokumentumban eléforduld
szavak gyakorisagat, ugyanakkor normalizélja a hosszabb dokumentumok értékelését,
igy elkeriili a hosszabb szdvegek talértékelését.

Ezutan normalizaltuk a kapott relevancia pontszamokat és a FAISS, BM25 talalati
listakat a normalizalt pontszamok alapjan egyesitettiik kiilon az eredeti felhasznaloi
kérdésre és kiilon a 3db generalt hasonlé kérdésre. Igy 4 relevancia listat kaptunk, ame-
lyeket a Reciprocal Rank Fusion mddszerrel ujra rendeztiink (re-ranking) és osszefiiz-
tiink. Ennek a végso listanak a tartalmat kapta meg kontextusként a valaszadasra kisze-
melt LLM a felhasznalo eredeti kérdése mellé.

Kiprobaltuk még a hasonld kérdések generaldsa helyett, hogy a dokumentum feje-
zeteirdl egy bekezdés hossziusagu 0sszefoglalokat generalunk LLM segitséggel és a ha-
sonlosagi kereséssel vektoradatbdzisban megtalalt relevans szovegrészekhez ezeket
csatoljuk (Anthropic, 2024b). A célja ennek elsdsorban az volt, hogy az adott szoveg-
rész kapcsolodasat lehessen latni a fejezet egészéhez, mikdzben nem noveljiik jelents-
sen a bemeneti tokenek szamat.

2.2.3 Felhasznaloi kérdések (promptok) tesztelése nyelvi modelleken

A kérdés-valasz rész tesztelése a felhasznaloktol varhato jellemz6 kérdések segitsé-
gével tortént mely soran az adott tantargy tesztkérdéseit hasznaltuk: 69 kérdéssel tesz-
teltiink és értékeltiink 8 kivalasztott nyilt és zart LLM-t (GPT-4-turbo, GPT-40, GPT-
40-mini, Claude Sonnet 3.5, Mixtral-8x22B-Instruct, Qwen2-72B-Instruct, Meta-
Llama-3.1-405B-Instruct, Google Gemma-2-27b-it), hogy a pontossag és koltségek
szempontjabol optimalis megoldast talaljunk. Az értékelés soran pontos egyezést ke-
restiink a feleletvalasztds és igaz/hamis kérdésekre, mig a fennmarad6 kérdéseket a
GPT-40-val értékeltiik, Gsszehasonlitva a vart és a kapott valaszokat 0-1 skalan. A
végs6 eredményeknél a manualis ellenérzés tapasztalatai szerint csak a 0,8 feletti érté-
keket fogadtuk el, mert ezek mindig helyes valasznak bizonyultak a tesztesetekben.

3 A tesztek leirasa és a vizsgalt nagy nyelvi modellek koltségei

A RAG implementalasa utan a kutatas célja annak kideritése volt, hogyan lehet a kolt-
ségeket csokkenteni egyrészt a tananyag feltoltési folyamat optimalizalasaval (bele-
értve a keletkezd tudasbazis épitését és tesztelését LLM-mel), masrészt a hallgatoi
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kérdések megvalaszolasa soran alkalmazott nagy nyelvi modell kdltséghatékony meg-
valasztasaval (mivel ma mar elérheték zart-sulyt modellek kiilonb6z6 aru fizetds eld-
fizetésekkel, de vannak nyilt-sulyu, azaz ingyenes megoldasok is, melyek futtahatok
lokélisan vagy a felhdben).

Az 1. tablazat mutatja az altalunk tesztelt sszes (12) modell jelenlegi arazasat be-
meneti és kimeneti tokenek szamanak fiiggvényében 1 millio tokenre vetitve. A kdnyv
1 oldala feldolgozasi aranak meghatarozasahoz figyelembe vettiik az altalunk készitett,
részletes instrukciokat tartalmazé OCR feldolgozasi 1épést leird prompt hosszat (1096
token) a bemeneti tokenek araval, valamint kiszamoltuk a konyv oldalairol 200 dpi fel-
bontassal készitett teljes oldalas képek (1654px x 2339px) bemeneti koltségeit is. A
kimeneti koltségeket tobb oldal hosszanak atlagolasaval (891 token) hataroztuk meg.
A bemeneten megadott képek arazasa felbontasfiiggd és eltérd az egyes szolgaltatoknal,
tobben tokenekre konvertaljak, mig az OpenAl, Google kdltségszamitast biztosit. Pél-

daul GPT-40 0,0028 USD-t kalkulal 1 oldal képére, mig a Claude (szélesség x magassig)

7
képlettel szamolva 5158 tokenre konvertalja at a képet, amelybdl a bemeneti tokenek
araval felszorozva megkapjuk a képfeldolgozas koltségét. Az ingyenes modelleket a
Together.ai szolgaltatonal vettiik igénybe, amely optimalis ar-érték aranyt nyujt a nyilt-
sulyt modellek futtatasahoz. Az 6sszes modellt a Mixtral 8x22B-t6l kezdve ennél a
szolgaltatonal  teszteltik. Ezekben az esetekben a kép koltségét a
min (2, max ("2 1)) x min (2, max (2= 1)) x 1601 kell szamolni, ami 6404 plusz
bemeneti tokent eredményez. Mivel 1 oldal koltsége viszonylag kicsi, ezért kiszamol-
tuk a teljes 649 oldalas konyv feldolgozasi 6sszkoltségét, ahol az OCR koltségekhez
még hozzaadtuk az dgens alapt feldarabolo prompt hosszat és annak kimenetét.

Az OCR Iépést csak olyan modellekkel lehet megvaldsitani, amelyek rendelkeznek
vision képességekkel (lasd 1. tablazat 4. oszlop). A tobbi modellt csak a kérdés-valasz
tesztelésnél lehetett felhasznalni (de a teljes konyv koltségnél az OCR helyett a To-
gether.ai oldal arat vettiik figyelembe, ezért dolt betiivel jeleztiik, hogy ez az érték csak
elméleti). Lathatd, hogy a legdragabb megoldasnak a vision modellek koziil a GPT 4
Turbo (52,51 USD) bizonyult, amelynek arat az OpenAl szandékosan magasan tartja,
hogy inkabb a GPT-4o0 felé terelje a felhasznalokat a sajat er6forrasainak védelme ér-
dekében. A Claude Sonnet 3.5 (41,7 USD) lett a 2. helyezett, mig az OpenAl GPT-40
(18,71 USD) koveti a 3. helyen. Mindkét modell 100%-o0s eredményt ért el az OCR
tesztjeink soran, ezért az ar alapjan érdemesebb a GPT-40-t valasztani.

A tokenek arazasa tapasztalataink alapjan erds korrelaciot mutat a modellek méret-
ével. Ebbdl kovetkezden a 8-13 milliard paraméteres tartomanyban mozgé LLM-¢ek a
legolcsobbak, s6t a tablazatban nem szerepld MiniCPM Llama3 8B modellt lokalis
GPU hardveren futtattuk, igy ingyenesnek tekinthetd, ha a GPU beruhazasi koltségeit
nem vesszilk figyelembe. Azonban hidba keriilnek joval kevesebbe ezek a modellek,
sajnos az eredményeik is sokkal pontatlanabbak, mint a nagyobb modellek esetén. Pél-
daul a MiniCPM 59,28%-ban volt pontos, a Llama 3.2 11B szavak egyezése szempont-
jébol ugyan 98%-ot ért el, de a JSON kimenetben megduplazta az egyik bekezdést egy
tovabbi szdvegblokkot hozzdadva az oldal tartalmahoz.

A varhat6 koltségekrol eldzetes becslést végeztiink a teljes valasztott konyv és 1000
kérdés-valasz parra (1. tablazat utolsé 2 oszlop). A kérdés-valasz parok esetén tobb
kérdés bementét és kimenetét atlagoltuk a szamitashoz. A kérdéshez hozzavettik a
RAG modszer altal megtalalt relevans szdvegdarabok hosszat is. Az 1000 kérdésre

239



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.

vetitett koltség alapjan a legdragabb az ol-preview lett, amelynek erdssége a bonyolul-
tabb matematikai-logikai kovetkeztetések, igy nem érdemes kontextus alapu kérdés
megvalaszolasra hasznalni, hanem a GPT-40 sokkal koltséghatékonyabb és gyorsabb
opcio helyette. A 2. helyen a GPT 4 turbo végzett, amit a Claude Sonnet 3.5, majd a
Llama 3.1 405B kdovet.

1. tablazat: PDF feldolgozas és Q&A koltségei zart és nyilt modellek esetén

Bemeneti  Kimeneti 1 oldal Kérdés- Teljes 1000
(Minden koltség USD)  token token OCR vélasz konyv kérdés-

USD/IM _ USD/IM _ koltség koltség 649 oldal _ valasz
ol-preview 15 60 nincs 0,0311 94,32 31,08
GPT-4-turbo 10 30 0,0405 0,0189 52,51 18,93
GPT-40 2,5 10 0,0144 0,0052 18,71 5,18
GPT-40-mini 0,15 0,6 0,0062 0,0003 8,08 0,3108
Gemini PRO 1.5 1,25 5 0,0062 0,0026 7,99 2,59
Claude Sonnet 3.5 3 15 0,0321 0,0068 41,70 6,753
Mixtral-8x22B-Instr. 1,2 1,2 nincs 0,0018 13,07 1,842
Qwen2-72B VL 1,2 1,2 0,0101 0,0018 13,07 1,842
Meta-Llama 3.1 405B 35 35 nincs 0,0054 38,12 5,3725
Llama 3.2 11B Vision 0,18 0,18 0,0015 0,0003 1,96 0,2763
Llama 3.2 90B Vision 1,2 1,2 0,0101 0,0018 13,07 1,842
Google Gemma 2-27B 0,8 0,8 nincs 0,0012 8,71 1,228

A feldolgozas sebességét aszinkron hivasok segitségével gyorsitottuk fel. Ez gya-
korlatilag azt jelenti, hogy idében egyszerre kiildjiik el a feldolgozand6 oldalakat az
LLM API-nak, amelyek sajat er6forrasaik védelme érdekében korlatozzak az egyid6-
ben elkiildhetd API hivasok szamat. Altaldban a korlatok Gtféleképpen mérhetdk: per-
cenkénti lekérdezések (RPM), napi lekérdezések (RPD), percenkénti tokenek (TPM),
napi tokenek (TPD) és percenkénti képek (IPM). A felhasznalés fiiggvényében az els6-
ként elért limit alapjan keriil alkalmazasra a korlatozas. Ezen kiviil az API hivasok
hasznalatara elére befizetett 6sszegtdl és a hasznalt nyelvi modelltdl is fiigg a korlato-
zasok mértéke. A 2. szint (Tier 2) legtobb esetben 50 USD befizetésével érhetd el és
néhany nap varakozasi id6t is megkovetelnek a szolgaltatok a szint eléréséhez. Az
Anthropic Claude Sonnet 1000 RPM-t, 80 000 TPM-t és 2,5 millio6 TPD-t, mig az
OpenAl GPT-40 5000 RPM-t és 450000 TPM-t, Together.ai modellfiiggetleniil pedig
1800 RPM-t és 250000 TPM-t engedélyez. Lathato, hogy a Claude esetén a legszigo-
ribbak a korlatozasok. A feldolgozas gyakorlati tapasztalatai alapjan mind a Claude,
mind a Together.ai esetén mesterséges varakoztatast (sleep) kellett alkalmaznunk ah-
hoz, hogy a korlatozast elkeriiljiik. A kodba automatikus haromszori iijra probalkozast
épitettiink be arra az esetre, ha az API hivas rate limit hibaval tért vissza.

Osszesen 69 hivatalos tesztadatbankbol szarmazé vizsgakérdést teszteltiink automa-
tizaltan a valasztott tankdnyv 11. fejezetéhez kapcsoloddan. A tesztadatbank tartal-
mazta a kérdésekhez tartoz6 hivatalos valaszokat is. A tesztadatbazis feleletvalasztos
(43 db), igaz/hamis (16 db) és esszé (10 db) kérdést tartalmazott, amelyeket pontos
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minta alapu (pattern matching) egyezéssel, illetve a GPT-40 modell hasznalataval érté-
keltiink ki. A GPT-40 az esszé kérdések helyességét 0-t61 1-ig terjedd skalan allapitotta
meg kérésiinkre (prompt), ahol a hatart manualis ellendrzés utdn 0,8-nél allapitottuk
meg.

4 Eredmények

4.1 A tudasbazis-épités tapasztalatai

A tesztelt hét modell és egy OCR szoftver koziil 100%-0s pontossaggal a GPT-40 és a
Claude Sonnet 3.5 végzett az élen. Az utdbbi viszont kiesett egy, a tdmeges feldolgozas
soran elokeriilt emlitett probléma miatt: a Claude Sonnet tobb oldal bekiildése utan a
sajat hasznalati feltételeire hivatkozva megtagadja az oldalak OCR feldolgozasat, mivel
készitdi szerint nem arra tervezték, hogy tartalmakat sz6 szerint visszaadjon (,,regur-
gitating”). A kovetkez06 a nyilt Qwen2 72B lett 99,87%-kal, majd ezt kdvette az ugyan-
csak nyilt Llama 3.2 90B 98,96%-kal. Ez vilagosan mutatja, hogy az OCR feladatok
teriiletén a nyilt modellek felzarkoztak a zart LLM-ekhez. A Llama 3.2 11B is ilyen
eredményt ért el, de megduplazta az egyik bekezdést a JSON kimenetben, ami jelentd-
sen rontja a késdbbi hasznalhatosagot. A Tesseract latszolag jo eredményt ért el, de a
tobbi hasonlo eredményhez képest sokkal tobb szot rosszul ismert fel vagy feleslegesen
tett bele a dokumentumba, ami leértékeli az elért eredményt. A kis modellek érték el a
legrosszabb eredményt. A lokalisan futtatott MiniCPM csak 59%-ban adott helyes
eredményt.

Koltségeket tekintve a kis modellek bizonyultak a legolcsobbnak, de pontossaguk
igen gyenge. A GPT-40 esetén 18,71 USD a teljes 649 oldalas konyv feldolgozasa, mig
a Qwen2 72B ¢és a Llama 3.2 90B felhasznalasaval csak 13,07 USD. Ez az arkiilonbség
azonban nem jelentds, ha a pontossagot is figyelembe vessziik, mivel a GPT-40 100%-
ot ért el, mig az utdbbi 2 modell kevesebbet. A Google Gemini PRO 1.5 pontossaga is
hasonlé a két nyilt modelléhez, és az ara joval alacsonyabb, 7,99 USD, azonban a Cla-
ude Sonnethez hasonlé hiba meriilt fel a tomeges OCR végrehajtasa soran, amelyet a
Google tiltott recitationnak nevez.

A fentiek alapjan a chatbot megvalositasanal valasztasunk a GPT-4o-ra esett, tarta-
lomsziird hiba esetén a Llama 3.2 90B tartalék LLM bevetésével.

4.2 Keresési modszerek és rangsorolas

Harom moddszert hasonlitottunk dssze a 69 kérdésen a valasztott GPT-4 harom valtoza-
tan (lasd 1 abra): vektoradatbazis keresés, kontextus beagyazas és kombinalt megkoze-
lités. Ezek koziil a kombinalt RRF (Cormack és mtsai, 2009) mddszer teljesitett a leg-
jobban, kiilondsen a GPT-4-turbo modell, amely 94,2%-0s pontossagot ért el teljes
egyezés €s 98,55%-ot a 80%-0s egyezés esetén.
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1. abra: A 3 keresési modszer tesztelése: GPT-40, GPT-40 mini és GPT-4 turbo (sajat munka)

4.3 Kérdés-valasz teszt eredmények

Az el6z6 teszt eredményeképpen bebizonyosodott, hogy a legjobban teljesité modszer
a vektor adatbazis és BM25 kereséssel kombinalt RRF algoritmus. Ezért a korabban
kivalasztott 8§ LLM-et egységesen teszteltiik mind a 69 tesztkérdésre a kombinalt RRF
modszer felhasznalasaval. Csak egy kisebb modellt véalasztottunk (Google Gemma 2
27B), mivel eldzetes tapasztalataink alapjan a kis paraméterszdmmal rendelkezé mo-
dellek nem teljesitettek jol. Mint a 2. tdblazatban lathatd, ez itt is beigazolddott, mivel
a Google Gemma eredménye (86,96%) az utolso helyre volt elegendd, de azért nem
sokkal maradt el a csticsmodellek eredményétdl. A legjobb eredményeket a paraméte-
rek szamanak fliggvényében megvizsgalva észrevehetd, hogy az bar alapvetéen befo-
lyasolja a teljesitményt, a j6 eredmény nem csak ezen mulik. A Qwen2 72B nyilt modell
(mely a kozepes méretli LLM-ek tdborahoz tartozik) végzett a 2. helyen (95,65%) a
GPT-4-turbo (98,55%) mogott (mely egyes forrasok szerint 8x222 milliard paraméter-
rel dolgozik). Ehhez képest a 405 milliard paraméteres Llama 3.1 mar picivel rosszab-
bul teljesitett.

A mintézat alapt egyezés a feleletvalasztos €s az igen/nem kérdések esetén volt al-
kalmazhato. Ekkor a megfelel6 betlijelet vagy az igen/nem értékeket kerestiik a valasz-
ban, és ezt hasonlitottuk 0ssze a hivatalos eredménnyel. Az esszé kérdések igy eleve
kiestek ebbdl a korbol, és meglepd modon a kérdésben egyértelmiien nagybettivel meg-
jelolt valaszlehetdségek betiijelét sem mindig irtak bele az LLM-ek valaszukba. A leg-
tobb esetben igy is helyes volt a valasz, azonban ez mar csak a GPT-40-val elvégzett
kiértékelés soran deriilt ki. A modellt arra kértilk megfelelé prompt, az eredeti kérdés,
a kapott valasz és a hivatalos valasz megadasaval, hogy hasonlitsa 6ssze az eredményt
a hivatalossal, és 0-1-ig terjedd skalan pontozza. A GPT-40 minden esetben 1 tizedesre
kerekitett pontszamokat (pl. 0,9, 0,8) adott, és az egyes kiillonb6z6 pontszamokhoz tar-
tozd valasz darabszamokat kiilon is kigytjtottiik.
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2. tdblazat: A tesztkérdések kiértékelése 4 zart és 4 nyilt LLM-el tesztelve

Zart Nyilt
FAISS és BM25 GPT-4- GPT- GPT- Claude | Qwen2  Meta- Mixtral  Google
keresés RRF-el turbo 40 4o- Sonnet | -72B- Llama- - Gemm
rangsorolva mini 35 Instruct  3.1- 8x22B-  a-2-
405B- Instruct  27b-it
Instruct
Minden kérdés 69 69 69 69 69 69 69 69
Mintazat alapu 54 51 51 37 43 50 38 38
egyezés
GPT kiértékelt 15 18 18 32 26 19 31 31
eredmények
Osszes  helyes 65 64 63 62 62 61 59 56
eredmény (1.0 +
mintazat)
Eredmény (%) 94,20 92,75 91,30 89,86 89,86 88,41 85,51 81,16
Eredmény (0.9) 2 0 0 0 2 1 2 1
Eredmény (0.8) 1 1 2 1 2 3 1 3
Eredmény (0.7) 0 1 1 0 0 0 1 2
Eredmény (0.5) 0 0 0 0 1 1 1 0
Eredmény (0.0) 1 3 2 6 2 3 5 7
Futasidd (sec) 127 127 127 815 375 821 489 635

Eredmény (%) 98,55 94,20 94,20 91,30 95,65 94,20 89,86 86,96
0.9, 0.8 tartal-

mazva

Minta Gsszes 78,26 73,91 73,91 53,62 62,32 72,46 55,07 55,07
(kiv. esszé %) (91,53)  (86,44) (86,44) (62,71) (72,88) (84,75) (64,41) (64.41)

Bar csak a mintazat alapu egyezéseket figyelembe véve (tablazat utolso sora) tobb
modell rosszul teljesitett, a GPT-40-val végzett 1 pontot kapo kiértékeléseket is figye-
lembe véve mar minden modell 81% felett teljesitett (tablazat Eredmény % sora). Meg-
vizsgélva a nyelvi modell altal végzett automatikus kiértékelés pontszamait, megalla-
pitottuk, hogy a 0,8 és 0,9 pontszammal rendelkezd valaszok is elfogadhatok jo meg-
oldasnak. A legtdbb esetben azért vont le a GPT-40 1 tizedet, mert a valasz terjengdsebb
volt, és olyan allitasok is bekeriiltek, amelyek nem feltétleniil voltak sziikségesek. El-
lenben a 0,7 és 0,5 pontszdmok esetében a valasz nem volt jo és tobb esetben rossz
kovetkeztetéseket is tartalmazott. A 0 esetén leginkabb a promptban megfogalmazott
kérésiinknek tett eleget a vizsgalt LLM, mert azt valaszolta, hogy a kapott kontextus
alapjan nem tudja a megoldast.

A 2. abra a 2. tablazat 3 legfontosabb eredmény sorat abrazolja. A kék vonal a min-
tazat alapu egyezés szazalékos eredményeit mutatja, a vilagoszold a mintazat mellett 1
pontot kapd eredményeket, mig a zold a végsé eredményt, amely a 0,8 és 0,9 pontsza-
mokat kapé valaszokat is tartalmazza. Ez utobbi alapjan rendeztiik csokkend sorrendbe
az egyes modelleket. A legjobb eredményt a GPT-4-turbo érte el 98,55%-kal, ami azért
érdekes, mert a GPT-40 fejlettebb modellnek szamit. A 2. helyen egy nyilt modellt
talalunk, a Qwen2 72B-t 95,65%-kal, amelynek az eléz6ekben ismertetett token kolt-
sége is nagyon alacsony.
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2. abra: A legjobb, RRF alapti modszer tesztelése a 8 valasztott LLM rendszeren (sajat munka)

5 Tanulsagok osszefoglalasa

A felsdoktatasi, RAG moddszerekkel testre szabott chatbot esetében részletes koltség-
és teljesitményelemzést végeztiink tobbféle méretli nyilt és zart sulyt LLM &sszeha-
sonlitasaval. A 649 oldalas, képeket is tartalmaz6 PDF feldolgozasi folyamatban 100%-
os karakterfelismerési pontossag legkedvezébben 18,718-ért érhetd el (GPT-40). A
GPT-40-mini vagy open-source modellek hasznalataval ez az 6sszeg tovabb csdkkent-
hetd. Az OCR jellegii felhasznalasban a nyilt modellekre mindig tdmaszkodhatunk, mi-
vel a szabaly alaptl, standard feldolgozéknal pontosabb, strukturaltabb eredményt ad-
nak és zart tarsaik a tartalmi szlirések miatt néhany esetben nem végzik el a feladatot.
A tartalomszir(i intézkedés miatt a 13,07$-os nyilt stlya Llama 3.2 Vision 90B a tar-
talék modell a TogetherAl szolgaltatast hasznalva, a teszt alapjan 98,96%-0s pontossa-
got ér el.

A kérdés-valasz feladatban a legjobb RAG modszert 8 LLM-re teszteltiik 69 hivata-
los tesztkérdéssel. Ezek koziil a GPT-4-turbo 98,55%-ban helyes valaszokat adott, a
legjobb pontossagot elérve. Az eredmények az mutatjak, hogy a nyilt stily rendszerek
elérhetik a SOTA modellek szintjét a RAG alapt kérdések megvalaszolasaban (megfe-
leléen megvalasztott tudastarolasi megoldasok és lekérdezések alkalmazasaval), mivel
a Qwen2-72B 95,65%-o0s pontossaga feliilmulta a GPT-40 (94,2%) és Claude Sonnet
3.5 (91,3%) megoldasat. A Llama 3.1 405B egy szinten teljesitett a legiijabb OpenAl
modellekkel. Az 1000 kérdésnél fellépo koltségeket figyelembe véve a GPT-40-mini a
legjobb koltséghatékony valasztas, mig a Qwen2-72B a nagyobb zart modellek koltsé-
gei alatt biztosit jobb teljesitményt. Mivel zart modellek esetén a kimeneti token dra-
gabb, igy érdemes arra optimalizalni.

244



XXI. Magyar Szamitogépes Nyelvészeti Konferencia Szeged, 2025. februar 6-7.
Koszonetnyilvanitas

Az EKOP-24-2-003 azonositészamu projekt a Kulturalis és Innovaciés Minisztérium
Nemzeti Kutatasi, Fejlesztési és Innovacidos Alapbol nytjtott tdmogatasaval a
2024/2025 tanévre meghirdetett Egyetemi Kutatoi Osztondij Programjanak a finanszi-
rozéasaban valosult meg.

A chatbot fejlesztését és szerver szolgaltatasat a Webra Kft. (webra.hu) timogatta.
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Kivonat A konstruktikonok (szerkezettarak) egy nyelv konstrukeioit ve-
szik szamba. Az utobbi években szamos nyelvre (példaul: svéd Lyng-
felt és mtsai (2018b), orosz Bast és mtsai (2021), észt Vainik és mtsai
(2024)) késziilnek ilyen lexikai eréforrasok, ebbe a trendbe illeszkedik a
magyar valtozat. A Magyar szerkezettar elsg verziojanak a miikodését és
a https://szerkezettar.hu cimen szabadon elérhetd feliiletét ismertet-
jik laptopos bemutat6 formajaban.

Kulcsszavak: konstrukcio, szerkezet, konstruktikon, szerkezettar

1. Hattér

1.1. A szavak is konstrukciok

A konstrukeios nyelvtan (Goldberg, 2006) szerint minden olyan nyelvi egység
konstrukeio (szerkezet), ami felfoghat6 forma—jelentés (vagy forma—funkcio) par-
ként, amiben a jelentés vagy funkcié nem kikovetkeztethets, hanem megtanulan-
do. Ide tartoznak mindenekel6tt a fix és szabad elemekkel is bir6 Gsszetett egysé-
gek, mint példaul az dll valamibdl, a kisérletet tesz valamire vagy az drizetbe vesz
valakit valami miatt. De ide tartoznak a skala egyik oldalan az absztrakt nyelv-
tani szabalyok (konstrukcios sémak (Diessel, 2023)), a skdla masik oldalan pedig
az egyes szavak, s6t morféméak is. Ma is vannak egymassal szembenallo vélemé-
nyek arrol, hogy a szavakat konstrukcioknak tekintsiik-e. Hilpert (2014, 2. oldal)
hires megfogalmazésa szerint ,nyelvi tudasunk semmi masbol nem &ll, kizaro-
lag konstrukciokbol” (,a person’s knowledge of language consists of nothing but
constructions”), tehéat a szavak is azok. Janda és mtsai (2020) vagy Haspelmath
(2023) viszont amellett érvel, hogy csak a fenti Gsszetett konstrukciokra érdemes
koncentralni.

A Magyar szerkezettar (roviden: Szerkezettar) koncepciojanak kiindulépont-
ja, hogy minden konstrukciot szamba vegyen a morfémaktol a nyelvtani szaba-
lyokig. Eppen az a nagy elénye a kontrukcios nyelvtani keretnek, hogy ezt lehe-
tévé teszi, hogy altala a nyelv egésze irhatd le. Nincs elkiiloniilés az altalaban
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,szOtar’-nak és ,nyelvtan”-nak nevezett részek kozott, mivel egy skalara helyezve
azonos tipust entitasként kezel minden nyelvi jelenséget a teljesen konkréttdl a
teljesen absztraktig: konstrukcioként. Ennek koszonhetSen egy lexikai erdéforra-
son beliil Abrazolni tudjuk a nyelvi egységek halozatdban 1évS 6sszes kapcesolatot,
és a felhasznalonak is kényelmes, hogy nem kell kiilonb6z6 lexikai eréforréasok,
szotarak kozott valtania, mert a szerkezettarban megtalal mindent.

Ahogy azt Janda és mtsai (2020) is megallapitjak, a nyelv ilyenfajta tel-
jes leirasara vald torekvés joggal tiinik utopisztikusnak. A Magyar szerkezettar
projekt is annak tudataban ttizi ki ezt a célt, hogy csak valamilyen mértéki
megkozelitésére lesz képes.

1.2. Szo6tarbol szerkezettar

A szerkezettarak sok esetben az adott nyelv FrameNet-jén (Lyngfelt és mtsai,
2018a) alapulnak. Magyar FrameNet hianyaban, illetve mivel a mi megkoze-
litésiink fokusza a konstruktikon felépitése, halozatos strukturaja, azt az utat
valasztottuk, hogy egy meglévs szotarbol kiindulva alakitjuk ki a Magyar szer-
kezettar tartalmat.

Ez olyan modon torténik, hogy a szotari szécikkek mélyén megtalalhato kife-
jezésként vagy szokapcsolatként (azaz specialis jelentéssel bird egységként) meg-
jelolt szerkezeteket 6nallo egységekként kiemeljiik, és a tovabbiakban a szavakkal,
illetve a t6bbi konstrukcioval egyenrangi modon kezeljiik (1. abra). A cimszo
terminus mintajara nevezhetjik ezeket az 6nallo egységeket cimszerkezetnek.
Kiindulé szétarunk az Ertelmezs kéziszotar (Pusztai, 2003), a fentieknek meg-
felelGen lesz az eredetileg a fehér cimszo belsejében talalhatod fehér asztal, fehér
hollo stb. kifejezésekbdl sajat jogu egység.

Azt a dontést tehat, hogy mit tekintiink szerkezetnek, a kiindul6 szotarra
hagyjuk, a szétarban manifesztalodd dontést elfogadjuk. Hangsilyozzuk, hogy
egyfeldl a Szerkezettéarban jelenleg szerepls egyszavas és tobbszavas egységek egy-
arant kizarolag a kiindulasul szolgalé Ertelmezs kéziszotarbol szarmaznak; mas-
felsl pedig minden ilyen egységet elfogadunk speciélis jelentéstinek, azaz konst-
rukcionak, akkor is, ha meriilnek fel ezzel kapcsolatban kétségek, mint az asztal-
fiok esetében. A fentieknek koszonhetSen minden konstrukcidhoz eleve megvan
a hozza tartozo6 szotari definicid, és van egy bar nem tokéletes, de megalapozott
érviink arra, hogy mit tekintiink konstrukcionak.

A fenti két fejezet részletesebb kifejtését az (Sass, 2023) cikkben olvashatjuk.

1.3. Altalanositott online feliilet

A szerkezettarak altaldban bizonyos szintii nyelvészeti ismeret meglétét feltéte-
lezik a felhasznalo részérsl (vo. Lyngfelt és mtsai, 2018b, 92. oldal). A Magyar
szerkezettar célkbzonsége ezzel szemben a laikusokat is magaban foglalja: az a cél,
hogy barki tudja hasznalni akir egyfajta egynyelvii szétarként, akar a nyelvben
1év6 halozatok felfedezésére, mindenfajta konstrukcios nyelvtani tudas nélkiil.
Ennek megfelelGen alakitjuk ki a feliiletet: a felhasznalo egy szoévegdobozt
l14t, ebbe beirhat egy szot, néhany szot vagy egy rovid magyar szovegrészletet, és
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1. abra: Az eredeti szocikk (fent) mélyén talalhato szerkezeteket 6nallo egysé-
gekként kiemeljiik, bel6liik az eredeti szocikkel azonos mdédon kezelendd egysége-
ket képeziink (lent). A szotarbeli egy darab szocikkbdl a szerkezettarban harom
egyenrangi konstrukcié lett.

a rendszer feladata, hogy ebbdl az dsszes szerkezetet kihiivelyezze, és egyenként,
kapcsolataikkal egyiitt bemutassa a felhasznalé szaméara. Ez az ujfajta feliilet
tobb szempontbol is a hagyomanyos online szotari feliilet altalanositasanak te-
kinthet6 az alabbiak miatt.

Egy online szotari feliilet alapvetGen egy egyszavas inputot var, azt szotéri
cimszonak tekintve kikeresi az adatbéazisbol, és bemutatja. Az elvarast, hogy az
input kanonikus szétari alak legyen, annyival szoktdk megkonnyiteni a szotarak,
hogy a rendhagy6 alakokat kiilon kezelik. A szabdlyos ragozott alakokat viszont
nem, vagy nem teljes lefedettséggel, ezért azokra sokszor nem kapunk valaszt.
Azt sem szoktdk megtenni az online szotarak, hogy tobb cimszo beirdsa ese-
tén mindet kilon-kiilon visszaadjak eredményként (vo. black dog az OALD-ben
(Oxford University Press, 2023)).

A Szerkezettar feliiletén valamilyen moédon nyilvan meg kell engedni tébb-
szavas bemenetet, tekintve, hogy szamos konstrukcié tobbszavas. Mivel nem sze-
retnénk elvarni a felhasznéloktol valamiféle kanonikus alak ismeretét — a konst-
rukciok esetleges kanonikus alakjanak definidléasa eleve nem trivialis kérdés —,
a Magyar szerkezettar tetszéleges széveges inputot megenged. Egy ilyen, beme-
netként megadott révid szovegrészletben viszont tobb szerkezet is megjelenhet
egyméssal Osszefonddva. Ezt az esetet is kezeljiikk: bemutatjuk az 6sszes megje-
lend konstrukeiot, valamint kezeljiik a szabalyos alakokat is, felfedve a benniik
rejls konstrukciokat (1d. a (3) példat a 3. részben).

Az altalanosités tehat abban ragadhaté meg, hogy egyrészt nem varunk el
kanonikus alakot, mésrészt megengediink tobbszavas bemenetet, harmadrészt az
inputban megjelend 0sszes konstrukciot kezeljiik.

2. Hogyan miikodik?

Jelenleg az egyszavas és a tobbszavas bemenetek esetében két kiilon eljaras mi-
kodik az Osszes konstrukeid azonositasa érdekében. Az elGbbihez tokenizalast
(Mittelholcz, 2017) és morfologiai elemzést (Orosz és Novék, 2013; Novak és mt-
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sai, 2016) hasznalunk, utobbihoz szintaktikai elemzést is (Straka és mtsai, 2016),
mindezt az e-magyar (Indig és mtsai, 2019) rendszerben integralva.

2.1. Egyszavas egységek

Egy 6nallo, specilis jelentéssel bird todalékolt szo egy konstrukcio (példaul:
valdjaban), egy kompozicionalis jelentést toldalékolt sz viszont tobb konstruk-
ciobol all: minden morféma sajat funkcioval bird kiilon konstrukcio (példaul:
asztaldban). Az egyszavas egységek kezelését egy elemekre bontasbol és &sszevo-
nasbol allo kétlépéses algoritmus valositja meg. ElGszor morfologiai elemzéssel
morfémékra bontjuk a széalakot, majd az egymés melletti morfémak potencia-
lis Gsszevonasaval alakitjuk ki a végleges konstrukciokat. Két vagy tébb egymas
melletti morfémét természetesen akkor tudunk 6sszevonni, ha a szerkezettarban
megtalalhato konstrukcidként az 6sszevont forma. Az 6sszevonas balrol jobbra, a
lehetd leghosszabb Gsszevont egység kialakitaséval torténik. Az un. ,szavankénti”
algoritmus lépései tehat a kovetkezsk:

. ha a lekérdezés megtalalhato a szerkezettarban, akkor konstrukcio, kiilonben
. morfologiai elemzést végziink;

. a morfémakat lehet&ség szerint konstrukciokka vonjuk Ossze;

. a megmarad6 morfémék is 6nélld konstrukciok lesznek.

=~ W N

Az asztalfickba (1d. az (5) példat a 3. részben) bemenetet a morfologiai elem-
zés harom elemre bontja, de mivel az eredeti szétarban — és ennek nyoméan a
Szerkezettarban — 6nalloan, specialis jelentéssel biro egységként szerepel az asz-
talfiok, ezért az asztal és fiok elemeket Gsszevonva ezt és a -ba/-be ragot kapjuk
meg eredményiil.

2.2. To6bbszavas egységek

A tobbszavas — sok esetben nem fix, nem rogzitett szorendi vagy nem folyto-
nos — konstrukciokat fiiggéségi fakhoz hasonlo strukturdk forméjaban taroljuk az
adatbéazisban, és ugyanilyen fiiggéségi elemzésnek vetjiik ala az input széveget.
Kulcsfontossagi, hogy a Szerkezettarban nyilvantartott szerkezetekben a benniik
1év§ szabad slotokat beazonositsuk. Ez jelenleg annyit jelent, hogy a konstrukci-
ok eredeti szotari bejegyzéseiben 16vS valaki/valami elemet a feldolgozas soran
szabad slotta alakitjuk. A fliggGségi elemzés nmod:obl (oblikvusz) cimke néven
egy kalap ala veszi az Osszes esetraggal megjelend bévitményt. Szamunkra elen-
gedhetetlen ennek felosztasa az egyes esetragoknak megfeleléen. A céljainknak
megfelels, fentiek szerint modositott fliggdségi fakat slot-filler faknak nevezziik.
Igy lesz az eredeti részt vesz vmiben alakbol a 2. 4bran lathaté reprezentécio.

Miutan kozos reprezentacioban rendelkezésre allnak a cimszerkezetek és az
input szoveg, az a feladat, hogy e kett6t egymaésra illessziik. Ez a kovetkezd
un. ,fatoredék” rekurziv algoritmussal toérténik:

1. végighaladva az adatbazison megnézziik, hogy
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vesz
alany —bAn

targy

1ész

2. abra: A részt vesz valamiben szerkezet slot-filler fa reprezentacidja a Szerke-
zettarban.

. mely szerkezetek illeszkednek az input szoveg fajanak gyokerére;

. ezek koziil kivalasztjuk a leghosszabbat (a legtobb csomépontbol 4llot);
. a kivalasztottat kivonjuk (eltavolitjuk) a fabol;

. a fa igy kisebb megmarad6 részekre esik szét;

. ezeken a részeken rekurzivan ujbol lefuttatjuk az algoritmust.

S U W N

A masodik pontbeli illeszkedés azt jelenti, hogy a fix elemeknek egyezni kell,
a cimszerkezetek szabad slotjainak megfelel6 helyen pedig barmi szerepelhet az
inputban. Az algoritmus miikodésére egy példa a 3. abran lathato. Latjuk, hogy
az algoritmus — helyesen — nem fogja eredményiil adni sem a targyas vesz igét,
sem a 1ész szot. El6bbit azért nem, mert van hosszabb illeszked6 szerkezet, utob-
bit pedig azért nem, mert ez a bizonyos hosszabb illeszked§ szerkezet mar lefedte.
Az eljaras elnevezése onnan ered, hogy az egyes szerkezetek végeredményben az
eredeti bemeneti fa-reprezentacioé részeinek, toredékeinek felelnek meg.

3. abra: Szerkezetek az a tandr részt vesz az akcidban bemenetben. A gyokérnél
illeszked6 leghosszabb cimszerkezet éppen a 2. abran lathato szerkezet. A név-
elcket az egyszertisag kedvéért nem tiintettiik fel.

A miikodés részletesebb bemutatésa a (Sass, 2023, 2024) cikkekben olvas-
hato. Azt gondoljuk, hogy a konstrukciok tulnyomoé tobbsége kezelhets a fenti
modon. A gyGkérben slotot tartalmazo, valamint a fliggéségi fak forméjaban
esetleg egyaltalan nem megragadhato konstrukciok kezelése a jovs feladata.
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Megjegyezziik, hogy a fenti két algoritmus struktiraja absztrakt szinten meg-
lehetésen hasonld: mindkettében van egy elemekre bont6 és egy Gsszevond lépés.
A 16 kiilonbség, hogy ez az els6 esetben egy linearis, a masodik esetben pedig egy
fa~struktiran torténik. A jovében ez lehet&séget adhat egy egyesitett algorimus
kialakitasara, ami kozos reprezentacioban kezeli a morfologiat és a szintaxist.

3. Demo

Az alabbiakban példakon keresztiil mutatjuk be a Magyar szerkezettar miikodé-
sét.

(1) asztal
2

)

(2) asztalos
(3) asztalokra
(4) faasztal

Az (1-2) péeldak 6nallo szocikként szerepelnek az eredeti szotarban, egyszert-
en az eredeti szotarbol szarmazo szocikkiiket kapjuk eredményiil. Utobbi esetben
morfologiai elemzés és Gsszevonas utan (vo. a szavankénti” algoritmus a 2.1. rész-
ben). A (3) példa természetesen nem szerepel az eredeti szotarban, a morfologiai
elemzésnek készonhetGen a benne 1évé harom morféma harom kiilon konstrukeio-
ként — harom 6nallo funkcioval bir6 egységként — fog megjelenni az eredményben:
asztal + -k + -rA. A (4) esetében hasonloan: fa + asztal.

(5) asztalfickba

Az (5) példat a morfologiai elemzés harom elemre bontja, de mivel az asz-
talfiok az eredeti szotarban 6nallo szocikk, ezért az elsé két elemet Osszevonjuk,
igy az eredmény két konstrukcio: asztalfiok + -bA.

(6) fehér asztal
(7) sdrga asztal

Emlitettiik, hogy ami a kiindul6é szotarban kifejezésként vagy szokapcsolat-
ként szerepel, azt elfogadjuk konstrukcionak. A (6) az eredeti szotarban egy
6nallo jelentéssel bir6 konstrukeio, amit kiemeltiink (vo. 1.2), jelentése: ‘étkezés-
re teritett asztal’; (7) ezzel szemben két konstrukeié szabad kombinacioja: sdrga
+ asztal. Ez tehat két, formailag azonos, de konstrukciok szempontjabol eltérd
példa.

Az aldbbi példakon érdemes Osszevetni az eredeti szotar és a Szerkezettar
miikodését (vo. 1.3). Elérhetdségek a 5. részben.

(8) avokddo
(9) fibe harap
(10) fibe
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11) fa

(11)

(12) aki fibe harap
(13) nem harapott fibe
(14)

14) fiivet harap

Az eredeti szotarban csak a (8)-ra és a (11)-re kapunk eredményt, a Szerkezet-
tarban mindre. Az el6bbi esetében teljesen azonos az kimenet, utobbi esetében
viszont latjuk, hogy a szerkezeteket — koztiik (9)-et — 6nallo egységekként ki-
emeltiik, és csak kereszthivatkozast hagytunk a helyiikon (v6. 1. adbra). A (9)
természetesen egy konstrukcio, szemben a (10)-zel, ami kettd, és a (14)-gyel,
ami harom. A (12) mutatja, hogy szoveg részeként is felismerjiik a szerkezete-
ket, a (13) pedig azt, hogy ragozott alakban, mas szoérenddel és nem folytonos
formaban is. Utobbihoz — és az alabb kovetkezs Gsszes példahoz — méar sziikséges
2.2. részben ismertetett ,fatoredék” algoritmus.

15) a tandr részt vesz az akcioban

(15)

(16) a tandr kenyeret vesz az tuzletben
(17) az alapitd tag részt vesz az akcidban
(

18) az okos gyerek részt vesz az akcidban

A fentebb (v6. 3. abra) ismertetett példat latjuk (15)-ben. A | fatoredék” al-
goritmusnak koszonhetSen felismerjiik a részt vesz valamiben szerkezetet. A (16)
formailag azonos, de itt minden elem kiilén konstrukcio lesz. Hasonléan a (6-7)
példakhoz, az alapits tag 6nalld egység az eredeti szétarban, tehat szamunk-
ra egy konstrukcio, szemben az okos gyerek jelz6s fénévvel, ami kettd. Ennek
megfeleléen ad eredményt a rendszer a (17-18) példakra. A (17) példa azt is
demonstralja, hogy a ,fatéredék” algoritmus a rekurzivitasanak készonhetGen a
slot-filler fa als6bb részein is képes a tobbszavas konstrukciok feltarasara, egyben
példa a konstrukcioknak az 1.2. részben emlitett Osszefonddésara.

19) tandr részt vett az akcidban

20) tandr vesz részt az akcioban

22

(19)

(20)

(21) tandr vesz az akcidban részt
(22) tandr részt vesz a munkdban
(23)

23) tandr kollégdival részt vesz az akcidban

A (19-21) peldakbol latszik, hogy a kiilonb6zs ragozott és mas szorendd val-
tozatokat is felismeri az algoritmus, a (22-23) példak pedig azt mutatjik, hogy
természetesen az eltérd szabad elemek és az esetleges tovabbi bévitmények sem
zavarjak a felismerést.
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4. Tervek

A szamos tovabbfejlesztési lehetség koziil az alabbiakat tervezziik megvalositani
elGszor.

A kiindul6 szétarnak koszonhetSen szavakat és morfémakat, a kiemelésnek ko-
szonhetGen pedig fix és szabad elemekkel is bir6 Gsszetett szerkezeteket tartalmaz
a Szerkezettar. Viszont egyelére hidnyoznak az absztrakt nyelvtani konstrukeiok,
mint példaul a jelzo-+fénév, a birtokos+birtok vagy az ige+targy. Tervben van
az ezekkel — vagy az ezek koziil a leggyakoribbakkal — valé kiegészités. Ehhez
a feladathoz hasznos forras lehet a Croft (2022)-es kiotetének végén talalhato
nyelvfiiggetlennek és teljesnek szant gytjtemény.

Latjuk, hogy egyszavas input esetén, amennyiben ragozott a sz6, kiilon szer-
kezetekként megkapjuk az egyes morfémakat (1d. a (3) példat), viszont ha dssze-
tett szerkezetet azonositunk be, akkor nem (1d. a (13) és (19) példat). Tervben
van ennek a megoldéasa. A kulcs minden bizonnyal az Gsszetett szerkezet gyoke-
rében 1év4 szénak a morfoldgiai elemzése lesz, mivel altalanosnak tiinik, hogy az
Osszetett szerkezet morfologiai jellegzetességeit a gyokér hordozza. Ez lényegében
a 2. fejezet végén emlitett algoritmus megvalositasat jelentené.

A kiindul6 szotarbol els korben az XML strukturaban kifejezésként vagy szo-
kapcsolatként megjelolt elemeket emeltiik ki konstrukcioként. Az a tapasztalat,
hogy a szotarban példaként megjelend egységek is legtobb esetben konstrukciok.
Példaban talaljuk meg tobbek kozott a kisérletet tesz vmire és a szivesen vesz
konstrukciot. Ezt meg kell vizsgélni, és ha bebizonyosodik, hogy valéban igy van,
akkor érdemes a példakat is hozzavenni teljes jogu szerkezetként a Szerkezettar
adatbazisahoz, jelentdsen novelve ezzel lefedettségét.

5. HozzaférhetGség

A feliilet szabadon elérhets a https://szerkezettar.hu cimen minden érdek-
16d6 szaméra. A mikddés tanulményozasa soran érdemes Osszevetni a Szer-
kezettar altal adott kimenetet azzal, amit az EKSz. (Pusztai, 2003) https:
//eksz.nytud.hu cimen szintén szabadon elérhets online feliiletén kapunk.
Reményeink szerint ez az ajfajta szotarszerd, szotarhelyettesits lexikai erd-
forras hasznos lesz a nyelvészeti vizsgalatokon til a magyart mint idegen nyelvet
tanulok szamaéra, illetve az iskolai magyarérakon is, hataron innen és til.

6. Koszonetnyilvanitas

Az ebben a publikicioban ismertetett kutatast a Nemzeti Kutatasi, Fejlesztési
és Innovacios Hitaval (NKFIH) OTKA (K 147452) projektje tamogatta. A K
147452 szamu projekt a Kulturalis és Innovacios Minisztérium Nemzeti Kuta-
tési Fejlesztési és Innovacios Alapbdl nyajtott tamogatéasaval, a K 23 palyazati
program finanszirozasaban valosult meg.
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Abstract. This paper introduces Hungary’s first fine-tuning and evalu-
ation Python library for the Hungarian Language Understanding Bench-
mark Kit (HuLU), designed to streamline prototyping and support effec-
tive language modeling in Hungarian. The library lets researchers quickly
validate their results on the official HuLU leaderboard, handling the full
pipeline from training to submission. It supports a range of architec-
tures, including encoders, decoders, and custom PyTorch modules, and
it’s ready for both smaller models with standard fine-tuning and larger
models using low-rank adaptation and reduced-precision fine-tuning. The
library is highly configurable and supports huggingface integration, giv-
ing researchers the flexibility of modern training frameworks. Two inter-
faces are included: a simple command-line interface and a programmatic
API for more in-depth customization.

Keywords: Language Modeling, Evaluation, Hungarian NLP, Bench-
marking, Training Automation, Fine-Tuning, Low-Rank Adaptation, HuL.U

1 Introduction

Recent years have resulted in a big push to evaluate language models easily.
State-of-the-art language modeling methods require fast and easy-to-use tools for
evaluation, as industry leaders have proven for years now. For Hungary, the most
widely used and state-of-the-art evaluation benchmark is HuLU (Ligeti-Nagy
et al., 2024). This is why we created a Python client library that is available free
and open source at! to facilitate fine-tuning and validation of this benchmark.
The tool is capable of training models without regard to size and architecture
thanks to the underlying technology from huggingface tools. The tool is capable
of training decoder and encoder architectures or custom PyTorch modules. This
library is designed with rapid prototyping in mind. Researchers can achieve quick
results from models because, prior to training, custom classification layers are
automatically attached to the model.

! https://github.com /nytud/HuL.U-evaluate
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2 Related works

Leaderboards such as the mteb (Muennighoff et al., 2023) and GLUE (Wang
et al., 2019) are creating an intense competitive environment. For such spaces to
exist, we need a reliable evaluation methodology. This methodology is usually
implemented in ways of testing harnesses. In this context, the mteb leaderboard
was made possible by the Eleuther AT evaluation harness (Gao et al., 2024). This
harness offers quantization, adapter evaluation, and the entire tool set of the
huggingface transformers library (Wolf et al., 2020). The harnesses standardize
how a benchmark should be used and expose parameters that are transparent
to other competitors. Another famous space is the Open LLM Leaderboard by
huggingface (Leaderboard, 2024). This leaderboard includes many state-of-the-
art benchmarks such as the MMLU-PRO (Wang et al., 2024) benchmark. This
leaderboard uses the same evaluation harness and processes models at no cost
to the model creators.

3 Corpora

The library obtains the training and development sets for all HuLU evalu-
ation tasks from the official repository?. These are: Hungarian Commitment
Bank (HuCB), Hungarian Corpus of Linguistic Acceptability (HuCOLA), Hun-
garian Choice of Plausible Alternatives Corpus (HuCOPA), Hungarian Recog-
nizing Textual Entailment (HuRTE), Hungarian Stanford Sentiment Treebank
(HuSST) Hungarian Winograd Schema Challenge (HuWNLI).

3.1 Corpus preprocessing

Each task requires a different tokenization process. The keys for each dataset are
different, and the tasks require diverse training objectives. We have to distinguish
between keys like "hypothesis", "premise", or "Sent". In terms of training ob-
jectives, we have used sequence classification for: HutCOLA, HuCOPA, HuRTE,
HuWNLI, and HuSSt. For HuCB, we have created a custom head for multiple-
choice classification. Labels are normalized for training.

HuCOPA We have followed the work of (Sileo, 2022) and prepared the labels
from zero. Furthermore, we have constructed sentences for the model to make
judgments about. The two categories are asked about.

item[" question"] = (
f'{item[" premise"]} Mi volt ennek az eseménynek az elGzménye?'
if item|[" question"] = "cause"

else f{'{item|[" premise"|} Ennek kovetkeztében mi tortént?’

)

2 https://github.com /nytud /HuL,U
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HuRTE For implementing the multiple choice task, we adopted a pre-processing
strategy inspired by TaskNet’s methodology (Sileo, 2022). This method combines
the premise with conjunctive phrases based on the type of question (cause or
effect). Specifically, the premise is concatenated with ezért (therefore) for the
effect questions and mivel (because) for the cause questions, and then paired
with the answer choices. The implementation of this approach is shown in Code
Snippet 1.1.

Listing 1.1. Preprocessing function for multiple-choice input in HuRTE

def preprocess function for multiple choice(examples):

first _sentences = []
second _sentences = ||
for premise, question, choicel, choice2 in

zip (examples[" premise "], examples[" question"],
examples[" choicel "], examples|[" choice2"]):
if question — "effect":
first _sentences.extend ([ {"{premise}, ezért "| x 2)
else: # "cause"
first sentences.extend ([{"{premise}, mivel "] % 2)

second _sentences.extend ([ choicel , choice2])

return {k: [v[i : i 4+ 2] for i in range(0, len(v), 2)]
for k, v in tokenized examples.items()}

As shown in Code Snippet 1.1, this function processes examples by iterat-
ing through the premise, question, and choices. The output consists of paired
sentences prepared for tokenization and grouped for input into the model.

3.2 Custom Heads

For most tasks, we attach a custom classification head to the models, tailored
to handle specific output requirements. The primary distinction arises with the
Commitment Bank task, which necessitates a multiple-choice head rather than
a standard classification head. This difference lies in the number of output di-
mensions: while the classification head outputs the number of classes (in our
case, consistently three), the multiple-choice head outputs a single dimension,
representing the likelihood of each choice. For the Commitment Bank, the labels
mean "entailment", "contradiction", and "neutral".

In our setup, we implemented a linear layer followed by a dropout to enhance
generalization and reduce overfitting. The classification head processes each se-
quence independently, using the dropout layer to stabilize training and mitigate
variance due to model complexity. For the multiple choice head, we adapt the
architecture to compare the likelihoods between choices within a single instance,
allowing the model to better assess the relevance of each option within the con-
text. The custom head is implemented because for most of the generative models,
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such a head does not exist, and for BERT-like models, encoder models, the heads
must be retrained as well.

4 Training

The training process is designed for ease of use, taking advantage of the Hugging
Face transformers library through the Trainer class. This library provides state-
of-the-art machine learning tools, with extensive arguments available in Trainer
to configure model training for various needs. To enhance the adaptability of the
tool, we included support for Low-Rank Adaptation (LoRA) (Hu et al., 2022),
which allows efficient parameter tuning in large language models under resource
constraints. Additionally, integration of the bitsandbytes library (Dettmers and
Zettlemoyer, 2023) enables mixed precision training, which optimizes memory
usage and computational efficiency, making the tool suitable for large- and small-
scale models.

Low-Rank Adaptation (LoRA) LoRA enables more efficient training of large-
scale language models by introducing low-rank matrices into the model’s archi-
tecture, allowing for fewer parameters to be fine-tuned without sacrificing perfor-
mance. This approach is particularly advantageous for the HuLLU benchmark, as
it minimizes the required computational resources, making fine-tuning feasible
on readily available standard hardware. In our setup, LoRA configurations allow
researchers to selectively update only a subset of the model parameters, signif-
icantly reducing memory and processing needs. This method proved especially
useful when working with models that have large embedding sizes and numer-
ous layers, as it retains core parameters while enabling targeted tuning through
low-rank representations.

Mixed Precision Training Mixed precision training, facilitated by bitsandbytes
integration, is implemented to reduce computational costs by allowing selective
precision scaling. Rather than using full 32-bit floating point precision across
all operations, mixed precision training allows for 16-bit or even 8-bit precision
in certain model operations, particularly for gradients and noncritical model pa-
rameters. This approach drastically reduces memory usage, enabling larger batch
sizes and increased model depth within GPU memory constraints. This method
reduced memory usage by 25-33%. Our testing has shown that a standard 8 bil-
lion parameter large language model can be fine-tuned in 48GB of VRAM with
this method.

bitsandbytes Integration The bitsandbytes library (Dettmers and Zettlemoyer,
2023) supports 8-bit and 16-bit precision, making it an essential component of
our training set for models with significant memory requirements, such as LLMs
with more than 3 billion parameters. However, the definition of large model is in
flux, but it is impossible to load without quantization a 7B model for training.
A common method is normalizing quantization and low rank adaptation and
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use as one term QLoRA. With QLoRA it is possible to fine-tune a 13 billion
parameter model with just 9GB of memory. By quantizing model parameters
and optimizing memory allocation, bitsandbytes allows researchers to fit larger
models into limited GPU memory, further extending the capabilities of mixed
precision. This integration is especially beneficial when working with large mod-
els. Additionally, bitsandbytes’s support for low-precision computations aligns
well with LoRA configurations, enabling the tool to maximize efficiency across
model sizes and training scenarios.

Submitting Results Our tool provides an efficient way to prepare the results for
submission to the HuLU leaderboard. The user only needs to specify the folder
to which the results should be saved, and for each task a json file will be created
in the required format of the HuLLU website. Based on insights from (Yang et al.,
2023), batch size and context length are defining factors in fine-tuning. These
adjustable settings allow users to experiment with the optimal configurations
for their models. Additionally, our observations revealed significant performance
variance depending on the number of micro-batches processed in a single GPU
cycle, leading us to include batch handling configurations for enhanced consis-
tency and reproducibility across runs.

Command Line Interface (CLI) To increase accessibility, we developed a Com-
mand Line Interface (CLI) that allows users to configure and execute training
and evaluation tasks efficiently. The CLI includes options to set key parameters
such as batch size, learning rate, and context length, allowing for rapid and flex-
ible experiment setup. Additionally, users can easily toggle the mixed precision
and LoRA options, tailoring memory and computational demands to suit avail-
able resources. An automated validation feature confirms that all submission
criteria are met, standardizing the evaluation process between experiments. The
CLI thus minimizes setup time and lowers the learning curve for those new to
the Hugging Face transformers library, while providing advanced configuration
options for experienced users engaged in Hungarian NLP tasks.

5 Training Arguments

Training arguments are crucial to controlling and defining the behavior of the
model throughout the training process. Table 1 lists the main training arguments
used in our setup, including model selection, batch size, learning rate, and other
hyperparameters essential to optimize model performance. For example, we set
the number of training epochs to 10 by default, based on the methodology of
Yang et al. (2023), while the batch size and the learning rate are adjusted based
on the size of the model. Larger models require lower learning rates to achieve
stable convergence, reducing the likelihood of overfitting and improving training
consistency.
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5.1 Optimizer

In this setup, we use the AdamW optimizer, which has proven to be effective for
transformer-based models due to its adaptive learning rate mechanism. It is the
standard in many researches, and we can treat it as a default. We pair this with
cosine annealing as a learning rate scheduler, allowing the training to start with a
higher learning rate that gradually decreases, thus facilitating refined learning in
later epochs. This scheduling is particularly beneficial given our limited dataset
size, as it allows for effective convergence over multiple epochs.

model name |bert-base-uncased

train_epochs |5
train_batch |16
train_Ir 0.0001

train _warmup

500

train_maxlen |256
train_seed 123
train_loss focal loss
precision fpl16
lora_r 4
lora_alpha 32

lora_ dropout |0.05
tasks cola

Table 1. Default Training Arguments

Table 1 presents the main configuration values and hyperparameters, en-
suring reproducibility across different training runs. The combination of these
arguments allows for a flexible setup while optimizing model performance and
resource usage.

6 Models

To assess the effectiveness of our evaluation methodology, we analyzed several
models not previously evaluated in this context. In particular, two of these mod-
els are expected to perform well in Hungarian language tasks based on prior
evaluations.

6.1 EuroLLM

EuroLLM (Martins et al., 2024) is a multilingual language model developed by
the UTTER consortium (Unified Transcription and Translation for Extended
Reality), a Horizon Europe-funded initiative focused on applications for transla-
tion and multilingual language processing. EuroLLM consists of two variants: a
general-purpose raw model and an instruct model fine-tuned for prompt-based
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tasks. Both versions are designed with multilingual capabilities, providing poten-
tial utility for languages of lower resources, including Hungarian. In this paper,
we use the instruct version. The model has 7 billion parameters and was trained
on 1% of the 2x100 billion token training corpus. The training was aimed at the
highest quality available datasets.

6.2 mBERT

The original multilingual BERT model (Devlin et al., 2019) has remained ef-
fective for multilingual language processing since its release in 2019. With 179
million parameters, BERT supports more than 100 languages and is widely used
for classification and general NLP tasks. Its pre-training approach, based on
masked language modeling and next-sentence prediction, established a robust
baseline for multilingual understanding and continues to be relevant for compar-
ison across language models.

6.3 Twitter/twhin-bert-base

TwHIN-BERT (Zhang et al., 2023) is a 279 million parameter BERT-based model
developed by Twitter, pre-trained on a large corpus of tweet interactions. The
model leverages a joint contrastive social loss combined with masked language
modeling, enabling it to capture both semantic and social context. TwHIN-BERT
has shown notable results in informal text processing, outperforming multilingual
BERT by 3% in Hungarian hashtag prediction tasks, illustrating its utility for
tasks involving short-format web text.

6.4 SZTAKI-HLT huBERT

HuBERT (Nemeskey, 2020) (Nemeskey, 2021), developed by Dévid Nemeskey
and affiliated with HUN-REN SZTAKI, is a Hungarian adaptation of BERT, pre-
trained on Webcorpus 2.0, a Hungarian dataset compiled from Common Crawl
(Common Crawl, 2024). This model is specifically optimized for Hungarian, cap-
turing linguistic nuances unique to the language. HuBERT serves as a valuable
resource for Hungarian NLP, addressing a gap in language-specific pretrained
models. This is the smallest model with 110 million parameters, but it is the
state-of-the-art encoder model for Hungarian.

7 Results and Evaluation

Table 2 summarizes the results of the evaluation of several language models on
key Hungarian NLP benchmarks. These benchmarks span a variety of tasks, in-
cluding textual entailment, linguistic acceptability, commonsense reasoning, sen-
timent analysis, and natural language inference. The evaluation process leverages
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a streamlined and standardized setup, enabling consistent and reliable compar-
isons among models. This unified approach is particularly beneficial for bench-
marking models across lower-resource languages like Hungarian, where such stan-
dardization is crucial for resource development and research progress.

The table presents official metrics such as the F1 score for HuCB (Hungarian
CommitmentBank), the Matthews correlation coefficient (MCC) for linguistic
acceptability (HuCOLA) and common sense reasoning (HuCOPA), and accuracy
for sentiment classification (HuSST) and natural language inference (HuWNLI).
These diverse tasks highlight the strengths and limitations of each model in a
spectrum of linguistic challenges.

7.1 Performance Insights

— HuCB (F1 Score): The HuCB task, which evaluates textual entailment
and inference capability, shows that the SZTAKI huBERT model achieves
the best F1 score (14.27), slightly outperforming the euroLLM instruct model
(13.56). Both models demonstrate their capacity to understand and process
nuanced Hungarian textual inferences, but there is significant room for im-
provement.

— HuCOLA (MCQC): Linguistic acceptability, measured by HuCOLA, reveals
the strong language understanding capabilities of huBERT (65.49 MCC).
This model significantly outperforms euroLLM instruct (45.05 MCC), mBERT
(39.54 MCC), and twhin-BERT (32.31 MCC). These results underscore hu-
BERT’s robust handling of grammatical and syntactic nuances in Hungarian.

— HuCOPA (MCC): For commonsense reasoning, huBERT again leads the
performance (28.40 MCC), with euroLLM instruct trailing at 8.38 MCC.
This task demonstrates the challenge of adapting pretrained models to reasoning-
based tasks in Hungarian, as all models exhibit relatively low scores.

— HuRTE (MCC): On the HuRTE natural language inference task, euroLLM
instruct achieves the best performance (51.57 MCC), indicating its effec-
tiveness in handling entailment-based tasks. huBERT follows closely (48.50
MCC), while mBERT and twhin-BERT perform less competitively (43.37
MCC and 21.67 MCC, respectively).

— HuSST (Accuracy): The results of the sentimental classification show that
huBERT excels with an accuracy of 79. 66%, followed by the euroLLM in-
structive at 74. 59%. These high scores highlight the effectiveness of these
models in understanding sentiment in the Hungarian text. Both mBERT
(63.61%) and twhin-BERT (65.41%) lag behind, indicating their relatively
weaker adaptation to sentiment analysis tasks in Hungarian.

— HuWNLI (Accuracy): The HuWNLI task evaluates natural language in-
ference in a binary format. mBERT and twhin-BERT are tied with an ac-
curacy of 63.43%, closely followed by the euroLLM instruct (62. 69%). hu-
BERT, surprisingly, scores lower in this task (52.98%), suggesting potential
challenges in adapting its architecture to binary inference tasks.
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Caveats These results are only indicative for this inquiry it is out of the scope of
this paper to challenge the state-of-the-art performance of models. The results
are shown as a testimonial of the library’s working. For comparisons with the
state-of-the-art models, see (Yang et al., 2023),

7.2 Discussion of Model Strengths and Limitations

The results demonstrate that SZTAKI huBERT consistently performs well on
a range of Hungarian language tasks, particularly excelling in linguistic accept-
ability (HuCOLA) and sentiment classification (HuSST). Its robust performance
reflects its specialization in Hungarian NLP and its fine-tuned adaptation to local
linguistic structures. EuroLLM, while slightly behind huBERT in overall per-
formance, showcases competitive results in natural language inference (HuRTE)
and sentiment analysis (HuSST), making it a valuable tool for broader applica-
tions in Hungarian.

mBERT and twhin-BERT, despite their strong general-purpose architec-
tures, struggle to match the performance of more localized models. This gap
underscores the importance of fine-tuning models in specific languages to handle
complex linguistic features and achieve competitive performance.

7.3 Standardized Evaluation Framework

The ease of submission and the standardized evaluation setup ensure that all
models are tested under uniform conditions. This consistency minimizes varia-
tions due to differing implementations and experimental setups, enabling direct
and fair comparisons across diverse architectures and pre-training strategies. By
streamlining the benchmarking process, the framework reduces the barrier to
entry for researchers and promotes the adoption of these benchmarks for Hun-
garian NLP research. This approach fosters the development of models tailored
to the unique challenges of Hungarian, advancing progress in this lower-resource
language.

Metric euroLLM | m-bert-base|twhin-bert hubert-base
HuCB (f1) 13.56 0.00 0.00 14.27
HuCOLA (MCC)| 45.05 39.54 32.31 65.49
HuCOPA (MCC) 8.38 2.38 1.54 28.40
HuRTE (MCC) 51.57 43.37 21.67 48.50
HuSST (ACC) 74.59 63.61 65.41 79.66
HuWNLI (ACC) 62.69 63.43 63.43 52.98

Table 2. Model Evaluation Results by Metric

In conclusion, the results in Table 2 highlight the varying strengths of the
evaluated models, with huBERT standing out as a strong performer in most
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tasks. The standardized framework not only accelerates the evaluation process,
but also provides a foundation for future work in benchmarking and improving
Hungarian NLP models.

8 Conclusion

This paper presented the first dedicated library for evaluating Hungarian lan-
guage models on the HuLU benchmark, streamlining the process of model train-
ing, fine-tuning, and submission to the official leaderboard. The tool supports a
wide range of model architectures, including both small models with fine-tuning
and larger models with low-rank adaptation, addressing the varying computa-
tional needs of researchers.

Through its integration with Hugging Face transformers and support for
mixed-precision training, the library enables efficient experimentation, facilitat-
ing accurate benchmarking for Hungarian language understanding. Our results
demonstrated competitive performance across key metrics, with models like SZ-
TAKI huBERT and EuroLLLLM instruct performing well in multiple tasks, under-
scoring the potential of standardized evaluations in advancing NLP resources for
lower-resource languages.

Overall, this library provides a practical, accessible platform for researchers
working with Hungarian NLP, contributing to the consistency and transparency
of model evaluation efforts within the community. Future work will focus on ex-
panding support for additional tasks and improving scalability to accommodate
more diverse architectures and larger datasets.

9 Further Work

Future work will focus on expanding the benchmarks available within this li-
brary to provide a more comprehensive evaluation suite for Hungarian NLP.
While the current implementation covers key HuLU tasks, additional bench-
marks will enable a deeper analysis of diverse linguistic aspects, including syntax,
entity recognition, and semantic similarity, which are critical yet understudied
for Hungarian.

We also aim to incorporate broader evaluation metrics to capture model
performance more holistically, especially for generative tasks. Planned improve-
ments to the tool include extended logging, better error analysis, and options
for fine-tuning configurations to support a wider range of model architectures.

Through these expansions, we hope to enhance the utility of the library for
researchers and contribute to the development of Hungarian NLP resources in a
practical and accessible way.
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Kivonat Cikkiinkben nagy nyelvi modellek tablazat értelmezési képes-
ségeit vizsgéaljuk. Ehhez készitettiink egy magyar nyelvi kiértékelGadat-
bézist, amiben Wikipédiarél szarmazé tablazatok és azok alapjan meg-
valaszolhato kérdés-valasz parok talalhatok. A kérdés-valasz parokat a
tablazat kdrnyezetében talalhatd szovegek alapjan automatikusan gene-
raltuk, majd ezeket kézzel ellendriztiik. Az igy kapott korpuszon Ossze-
hasonlitottuk 14 nagy nyelvi modell pontossagat. Azt konkludalhatjuk,
hogy 2024 végén a 8 millidrd paraméteres modellek koriilbeliil 10 szaza-
lékponttal, mig a 30 millard koriili modellek 5 szdzalékponttal teljesitenek
rosszabbul, mint a GPT4o.

Kulcsszavak: kérdésvalaszolas, tdblazat, nagy nyelvi modellek

1. Bevezetés

A tablazatok széles korben elterjedtek és gazdag informécioforrast jelentenek az
interneten és kiilonféle dokumentumokban. Statisztikai adatok szerint az interne-
tes weboldalakon talalhato tablazatok szama elérte a tobb szazmilliot (Lehmberg
és mtsai, 2016); a vallalati kornyezetben pedig az Excel-szerii fajlokban 1évé tab-
lazatok szdma meghaladta a 115 milliot (Wang és mtsai, 2020). A tablazatokbol
szarmazo6 relevans informaciok pontos keresése kulcsfontossagu szamos valos al-
kalmazasban, példaul pénziigyi elemzésekben vagy a tudomanyos kutatasokban.

Az elmult években a nagy nyelvi modellek (Large Language Models, LLM-
ek) figyelemremélto fejlsdése (Brown és mtsai, 2020; Chowdhery és mtsai, 2023;
Touvron és mtsai, 2023) atalakitotta az tablaztokbol torténd informaciokinyerést
is. Az LLM-ek legf6bb elénye, hogy képesek altalanositani és Gsszetett nyelvi
struktirakat értelmezni, ami kiemelkedGen fontossa teszi Sket a nyelvi adatok
feldolgozésaban. Bar ezek a modellek elsGsorban angol nyelvre optimalizaltak,
egyre nagyobb igény mutatkozik arra, hogy méas nyelveken, példdul magyarul is
sikeresen alkalmazhatok legyenek.

Az egyik érdekes alkalmazési teriilet a tablazatos kérdésmegvalaszolasi fel-
adat (TQA) (Jin és mtsai, 2022), amely soran a modellnek egy tablazat alapjan
kell a feltett kérdésekre valaszt adnia. Egészen pontosan a TQA feladat soréan a
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bemenet egy vagy tobb tablazat és egy természetes nyelven megfogalmazott kér-
dést, amelyet a tablazat(ok)ban taldlhato informaciok alapjan kell megvalaszolni.
A feladat sikeres végrehajtasahoz a modellnek képesnek kell lennie arra, hogy a
kérdés alapjan valamilyen moédon a tablazat megfelels cellaiban talalhato adato-
kat azonositsa és felhasznalja. Ez magaban foglalhat egyszerii adatlekérdezéseket
(pl. ,Mennyi az X termék &ara?’’), Osszetett miiveleteket (pl. ,Melyik évben
volt a legnagyobb ndvekedés az Y termék értékesitésében?”’), valamint
tobb lépésben elérhetd informaciok aggregalésat is.

Ebben a cikkben bemutatunk egy magyar nyelvii TQA adathalmaz-elGallito
eljarast, ami javarészt automatikusan képes azt 1étrehozni magyar Wikipédia sz6-
cikkek tablazatos adatait és a hozzajuk kapcsolhatd szoveges tartalmakat hasz-
nositva. Az ezekbdl az adatokbol készitett TQA adathalmaz lehet8séget nyujt
az LLM-ek tesztelésére magyar nyelvii adaton, valamint a TQA algoritmusok
hatékonysigénak vizsgalatéra.

Cikkiinkben tovabba tobb nagy nyelvi modell pontossagat és sebességét ha-
sonlitjuk Gssze az elkésziilt magyar nyelvii TQA adathalmazon.

2. TQA megkozelitések

Az angol nyelvii TQA feladatra szamos megoldés sziiletett az elmilt néhany
évben. Az encoder-decoder modellek, mint a TAPEX (Liu és mtsai, 2021), és
az MLM (Masked Language Modelling) modszerek (Herzig és mtsai, 2020), fel-
dolgozzak a strukturalt tablazatos adatokat majd a szemantikus térben ezek
alapjan torténik meg a kérdésmegvalaszolas. Ebben a megkozelitésben a mo-
dellek kozvetleniil allitjak el6 a valaszokat anélkiil, hogy a természetes nyelvi
kérdéseket atalakitanak. Ugyanakkor ezek a modszerek memoriakorlataik miatt
nehezen alkalmazhaték nagymeérett, valés adathalmazokon és az MLM bemene-
tének hosszlimitacidja is problémat jelent.

Egy masik megkozelités a kérdések formalis lekérdezésekké valo atalakitasa.
Ezek a modszerek a természetes nyelvii kérdéseket valamilyen formalis lekér-
dez6 nyelvre, példaul SQL-re alakitjak &t, amelyet aztan a tablazatos adatok
lekérdezésére hasznalnak (Shi és mtsai, 2020). Bar ezek a modszerek hatéko-
nyak a strukturalt adatbazisokban torténd lekérdezésekben, korlatozottak nem
szabvanyos tablédzatok esetében, és a kérdések SQL-re torténd pontos forditasa
is nehézségekbe titkozhet. Megjegyezziik, hogy 1éteznek hibrid megkozelitések is,
amelyek 6tvozik a formaélis leképezések és az encoder-decoder modszerét, példaul
a TAPAS (Herzig és mtsai, 2020) vagy a TAGOP (Zhu és mtsai, 2021) modellek.

A mai modern LLM-ek méar tablazatos struktirékat is tudnak kezelni, igy az
elmult 2 évben a zero-shot és few-shot megkozelités lett egyeduralkodé. Cikkiink-
ben mi is ezt a megkozelitést kovetjiik, és 14 LLM-hez szerkesztiink promptot,
amivel magyar TQA teljesitményiiket hasonlitjuk Gssze.
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3. Egy Magyar Nyelvii TQA adatbazis

3.1. Adatgyijtés

A manualis annotacié nagyon draga. Ahhoz, hogy ezt a koltséget csokkentsiik,
egy nagyrészt automatikus modszert dolgoztunk ki magyar nyelvi TQA kiérték-
el6adatbazis elGallitasara. A magyar nyelvi TQA adatbazis létrehozasa a magyar
Wikipédian talalhato tablazatok és kapcsolodo szévegek automatizélt gytijtéseé-
vel és feldolgozaséaval tortént. Az alabbiakban részletesen bemutatjuk az adat-
bazis Osszedllitasanak folyamatat, a Wikipédiabdl valo adatgytijtést, az adatok
tisztitasat és az adathalmaz struktarajat.

A magyar Wikipédiaban talalhato cikkek jelentss része tartalmaz olyan tab-
lazatokat, amelyek kiilonféle adatokat és kategoridkat rendeznek strukturalt for-
méaba. Az adatgyitijtési folyamat soran célzottan a kovetkezs tipust informéaciokat
gytjtottiik:

— Tablazatos adatok: A cikkekben taldlhaté tablazatok, amelyek széamos
adattipust, példaul statisztikai adatokat, idépontokat, orszagokat, foldrajzi
helyeket vagy torténelmi eseményekre vonatkozo informaciokat tartalmaz-
nak.

— Kapcsol6do szoveges kontextus: A tablazatok koriil talalhatd szoveges
tartalmakat elemeztiik, mivel ezek gyakran magyarazzak vagy részletezik a
tablazatok tartalmét. Ezeket a tablazathoz kéthetd mondatokat hasznéljuk
majd fel kérdések generalaséra.

Az 6sszegyijtott tablazatok HTML-strukturajanak feldolgozasa soran az ada-
tokat egy strukturédlt formaba alakitottuk at, amelyben minden téblézatsor és
-oszlop kiilonallo entitasként kezelhets. Igy konnyebben tarsithatoak a tablazat
cellaihoz kapcsolodo kérdések.

Mivel a Wikipédian el6fordulhat, hogy egyes tablazatok ismétlédnek vagy
hasonl6 adatokat tartalmaznak, ezért eltavolitottuk a redundans bejegyzéseket,
hogy az adathalmaz minél viltozatosabb és informativabb legyen.

A tablazatok egyes cellai esetenként hidanyosak vagy nem tartalmaznak re-
levans informéaciot. Ezeket a cellakat vagy kitoltottiik, ha a kontextus alapjan
lehetett kovetkeztetni a helyes adatértékre, vagy jeloltiik, hogy ezek az adatok
nem hasznalhatoak a kérdés-valasz feladatban.

A tablazatok cellaiban szerepls adatokat tipus szerint csoportositottuk (pl.
datum, szédm, szoveg), hogy a késébbi feldolgozas sordan konnyebben hasznalhatok
legyenek. Példaul az id6pontokat és szamadatokat formailag és tartalmilag is
egységesitettiik.

3.2. Kérdések generalasa

A tablazat kozvetlen kornyezetében talalhatod szdvegek egy része a tablazat tar-
talmat magyarazza, kiemelve annak fontos, érdekes részeit. Fzeket a magyara-
zatokat vettiik a kérdésgenerédlas alapjaul mégpedig tgy, hogy az azokban meg-
fogalmazott allitdsokat fogalmaztattuk at kérdésekké. Vegyiik példaul az alabbi
szovegrészletet, ami a Szeged népességérsl szold tablazat mellett talalhato:
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a legmagasabb befejezett iskolai végzettség szerint az érettségi
végzettséggel rendelkezbk élnek a legtdbben a varosban 52 347 £3,
utanuk a kovetkezd nagy csoport a diplomaval rendelkezdk 44 502
fovel

Ebbdgl az alabbi kérdést generaltuk:
Milyen végzettséggel rendelkezdk élnek a legtdbben a varosban?

A kontextusban talalhato szovegek alapjan lehetség van tobbféle kérdéstipus
generélasara is:

— Egyszertl informaciot kérjenek: Példaul egy adott cellaban szerepls konk-
rét adat megkérdezése, mint ,,Mi Magyarorszag f&varosa?’’ egy orszigokra
vonatkozo6 tablazatban.

— Osszetett lekérdezéseket igényeljenek: Olyan kérdések, amelyek tobb
cella vagy sor Gsszehasonlitasat, 6sszegzését vagy kiszamitasat kovetelik meg,
példaul ,,Melyik orszig népessége a legnagyobb?’.

Kivalasztjuk azokat a mondatokat, amelyek tartalmazzék a kozvetlen kozel-
ben szerepelS tablazat valamely cellainak tartalmét. Ezeknek az allit6 monda-
toknak az atfogalmazéaséaval generalunk kérdéseket, azaz egy mondat és abban
elofordulo érték (ami egyben egy tablazat valamely celldjanak értéke) alapjan
olyan kérdést generalunk, ami az értékre kérdez ra. Jelen verzidoban ezt a kérdés-
séalakitast a GPT4o-mini modell promptolasaval valositottuk meg.

Az igy Osszeallitott adathalmaz strukturajaban a WikiTableQA-t (Pasupat
és Liang, 2015) kovettiik. Megjegyezziik, hogy a WTQA-ban szerepelnek lista-
val megvélaszolhato kérdések, azaz olyanok, amik tobb helyes véalasszal rendel-
keznek. Az egyszertiség kedvéért, mi kiszlirtiik azokat a kérdéseket, amire t6bb
helyes valasz is adhat6 egy tablazatbol. Az adathalmaz a kovetkezd elemeket
tartalmazza:

— Tablazat: A forrastablazat maga, amely a Wikipédiarol szarmazik, és struk-
turalt formaban van tarolva.

— Keérdések: Minden tablazathoz kapcsolodoan tobb kérdés-valasz par talal-
haté.

— Valaszok: Minden kérdéshez tartozik egy referencia-valasz, amely az elvart
kimenetként szolgal a kiértékelés soran.

Példaul: adott egy tablazat, amely Szeged népességének alakulasat mutatja
be. A fejezetben talalhato szovegrészlet atalakitédsaval a kapott kérdés: "Melyik
&vben éltek a legtdbben a varosban?" A vilasz pedig az, hogy 1990-ben.

Az adatgyijtés soran az volt a célunk, hogy csak a megbizhato tablazatokat és
allitasokat elemjiik ki, hogy minél kevesebb manuélis ellen6rzésre legyen sziikség.
A vizsgalt 2000 szocikkbdl Gsszesen 1086 olyan szovegrészletet vagy mondatot
azonositottunk, amelyben szerepeltek a tablazat kozelében (Wikipedia szocikk
fejezete) a tablazatok cellaiban megtalalhato kifejezések. Azonban ezek tébbsége
nem Aallt relevans kapcsolatban a megfelel6 tablazattal. Ennek kovetkeztében
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szigoritottunk a keresési feltételeken: az elemzést kizardlag a tablazatok kozvetlen
kornyezetére (a szerepls legalacsonyabb szintt alfejezete) szikitettiik, és tobb
szirési technikat is alkalmaztunk.

Ezek a sziirési eljarasok magukban foglaltak példaul annak vizsgalatat, hogy
a tablazat cellajaban talalhato célérték tobbszor eléfordul-e a szévegben, vala-
mint a til hosszit mondatok kizérasat, amelyek kevésbé informativak vagy nem
egyértelmiek.

Ezek az eljarasok a vizsgalt szocikkekben a helyes adatpontokat megtar-
tottak. Az igy sziikitett adathalmaz végiil néhény széz potenciélis adatpontot
tartalmazott, amelyeket manuéalisan validaltunk. Ez az eljards tovabbi sziirék
bevezetésével még pontosabba tehetd.

Problémat jelent még, hogy a tablazatok nem jol strukturaltak, ezért ezek
a HTML-bél nyert adatok hidnyos vagy elcstuiszott cellakat, néha iires oszlop-
neveket tartalmaznak, amivel nehezebbé teszik a modellek szidmara a tablazat
értelmezését. Fontos megjegyezni, hogy mig a WT(Q adatbézis legalabb 8 sorral
és 4 oszloppal rendelkezd tablazatokat tartalmaz, addig itt ilyen sz{ir6t nem al-
kalmaztunk. Ez azt jelenti, hogy megfelelGen felismert tablazat esetén a feladat
lényegesen koénnyebb lehet mas adatbazisokhoz képest.

Az automatikus sziir6kon atment példakat manualisan ellendriztiik. Egy-
részt értékeltiik, hogy a GPT4o-mini modell helyes magyarsagi és tényleg a
cellaadatra vonatkozo kérdést generalt-e. Masrészt vizsgaltuk, hogy a kérdés
megvalaszolhato-e kizarolag a tablazat tartalma alapjan. Osszesen 54 érvényes
adatpontot talaltunk tokéletesen helyesnek. Megkozelitéstinkben igy 2000 ma-
gyar Wikipédia-szocikk feldolgozasabol mindéssze 54 érvényes adatpontot sike-
riilt elgallitani, ami 32 egyedi tablazatot hasznal fel. Ez azt jelenti, hogy tab-
lazatonként atlagosan 1-2 relevans mondatot taldltunk, amely kifejezetten kap-
csolodott az adott tablazat tartalmahoz, és a cellakban szerepld értékekre vagy
azok magyarazatara utalt. A tablazatok kézvetlen kornyezetében talalhato széve-
ges informaciok tulnyomo tébbsége nem felelt meg az el6zetesen meghatarozott
relevancia-kritériumoknak, igy ezek tovabbi sziirést vagy pontositast igényeltek.
Habar atlagosan csupan egyetlen adatpont jutott 37 szocikkre, figyelembe kell
venni, hogy a magyar Wikipédia t6bb mint 1 milli6 lapot tartalmaz, igy feltéte-
lezhetd, hogy a modszerrel akar tizezres nagysagrendd adathalmaz is kinyerhetd.

Az elkésziilt magyar TQA adatbézis publikusan elérhetd a https://github.
com/szegedai/TableQA cimen és felhasznalhaté a magyar nyelvi nagy nyelvi
modellek (LLM-ek) tablazatértelmezési képességének kiértékelésére.

4. LLMek kiértékelése a TQA adatbazison

Az elkésziilt adatbazis felhasznalasaval, kezdeti kisérletként 14 nagy nyelvi mo-
dellt hasonlitottunk 6ssze. A nyelvi modelleket probéaltuk minél nagyobb valtoza-
tossaggal kivalasztani, a szolgaltatasként elérheté két OpenAl GPT4 varianson
kiviil szerepeltek kisebb és nagyobb modellek 1 milliAird paramétertsl 72 milli-
ardig, valamint kiprobaltunk kifejezetten magyar nyelvre fokuszéalva tovabbtani-
tott modelleket a PULI LlumiX 32K (Yang és mtsai, 2024) és a SambalLingo-
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Modellnév Paraméterek Pontossag Sebesség (it/s)
szdma (milliard)
Llama 3.2 1B 1 0.207 0.77
Llama 3.2 3B 3 0.530 0.53
Llama 3.1 8B 8 0.681 0.34
Llama 3.1 70B 70 0.755 0.18
Mistral NeMo 12 0.667 1.89
Phi-3.5-mini 3.8 0.463 0.71
Qwen2.5-72B 72 0.752 0.08
Gemma.2 27B 27 0.722 0.17
Cohere Aya Expanse 32B 32 0.722 0.09
C4ATI Command-R 35 0.667 0.08
GPT4o0-mini (2024-07-18) ? 0.741 0.34
GPT4o0 (2024-08-06) ? 0.778 0.25

1. tablazat. Nyelvi modellek hatékonysaganak a vizsgalata az elkésziilt tablazat-
adatbazis f6lott.

Hungarian (Csaki és mtsai, 2024). A 12 lokalisan futatott modell esetén a futas-
id6k méréséhez 4db A100-as videokartyat hasznaltunk. Ezen feliil a két OpenAl
modell API szolgaltatis alapt volt.

Minden LLM-nek ugyanazt a feladatszéveget adtuk meg, viszont ezt az adott
modell ajanlasainak megfeleléen helyeztiik el a promptban. A pontossag kisza-
mitasdhoz csak teljesen egyezé valaszt fogadtunk el, azaz ha az LLM véalasza
karakterre megegyezett a helyes cella szovegével. Ha az LLM tobb megoldasat is
adott, akkor ha a listaAban szerepelt a helyes valasz, akkor azt elfogadtuk. Minden
LLM-et 5 alkalommal futtattunk minden kérdésre, az 1. tdblazat az 5 futtatas
eredményének az atlagat tartalmazza.

Egyes modellek, mint a MistralNemo és a CohereAya/32, kiegyenstulyozott
teljesitményt nyujtott a kérdés-valasz feladatok soran annak ellenére, hogy a do-
kumentaciojuk alapjan nem hasznaltak magyar adathalmazt az elGtanitas alatt.

1. abra jol szemlélteti, hogy az LLM-ek legiijabb generéiciojanal a modell
méretének fliggvényében szinte monoton mddon né azok pontossiga.

Modellnév Paraméterek Pontossag Sebesség (it/s)
szama (milliard)

PULI LlumiX 32K 7 0.444 0.18
Sambalingo-Hungarian 7 0.407 0.23

2. tablazat. Nyelvi modellek eredményei az elkésziilt tdblazat adatbazison meg-
engedd kiértékeléssel.

A PULI LlumiX 32K modell instrukciokra hangolt valtozata nem érhetd el
szabadon és a SambalLingo-Hungarian-nak is csak chatelésre finomhangolt valto-
zata érhets el. Mivel ezek a modellek nincsenek kérdésmegvalaszolasra hangolva,
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1. abra: Modellek pontossidga méret szerint rendezve.

ezeknél a modelleknél a generalt kimenetet kézzel ellenériztiik és megengedSen
értékeltiik, hogy a generalt széveg megvalaszolja-e a kérdést. Ezek eredménye a
2. tablazatban talalhato.

5. Hiba analizis

A kérdéseket két kategoriaba osztottuk az alapjan, hogy egyszert informaciot
kérnek (38 db), amihez elég a megfelels oszlop és sor kivalasztasa vagy vala-
milyen Osszetettebb feladatot kell az LLM-nek megoldani (16 db), pl. elemek
megszamolasa, vagy a legnagyobb /legkisebb érték kivalasztasa valamilyen felté-
tel alapjan. Ezek alapjan megvizsgaltuk a legjobban és legrosszabbul teljesité
2-2 modell hatékonységa mennyire tért el feladattipusonként.

Modellnév Egyszert Osszetett
Llama 3.1 70B 0.784 0.688
Qwen2.5-72B 0.758 0.717
Phi-3.5-mini 0.518 0.313
Llama 3.2 1B 0.242 0.125

3. tablazat. Modellek teljesitményének Gsszehasonlitasa egyszeri és Gsszetett kér-
dések felett.

A 3. tablazatban lathato, hogy bar minden modell jobban teljesitett az egy-
szerd kérdések megoldasaban a Qwen2.5-72B esetén ez minddssze 4 szazalékpont
kiilonbséget jelent, mig a Llama 3.1 70B esetén koriilbeliil 10 szazalékpontot.
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A kisebb modellek esetén lathato, hogy a bonyolultabb feladatokon lényegesen
rosszabbul teljesitettek.

Osszehasonlitottuk, hogy a modellek ugyanarra a feladatra mennyire kon-
zisztensen valaszolnak az 5 futtatas alapjan. A két hasonlé architektaraja Llama
modellt nézve az 1 millard paraméteres modell atlagosan 3.1 kiilonb6z6 valaszt
generalt 5 kisérletbsl, mig a 70 millidrd paraméteres modell nem csak jobban
valaszolt, hanem sokkal konzisztensebb is volt, atlagosan 1.72 kiilonb6z6 vélaszt
adva.

Az egyik legbsszetettebb kérdésforma volt, ahol nem csak valamilyen mate-
matikai mtiveletet kellett elvégezni (mint példaul a legnagyobb elem megtalala-
sa) hanem a mivelet altal megkapott érték alapjan kellett egy masik sor vagy
oszlop tartalmat visszaadni, ilyen kérdés példaul a ‘Milyen végzettséggel
rendelkez8k élnek a legtdbben a varosban?’. Az ilyen Osszetettségd ko-
vetkeztetést elvaro kérdéseken a két legkisebb modell rendre rossz valaszt adott,
még akkor is, ha ezt az adatot egy 2-3 soros tablazatbdl kellett kinyerni, mig a
70 millidrdos Llama sok esetben még ezekre az bonyolult Gsszetett kérdésekre
is helyesen tudott valaszolni. Annak ellenére, hogy sokszor helyesen meg tudta
valaszolni ezeket a kérdéseket is a Llana 3.1 70B, példaul a hasonlé logikiju
‘“Melyik évben éltek a legtdbben a varosban?’ kérdésre a 6tbdl négyszer
rossz évszamot adott valaszul.

6. Osszegzés

Cikkiinkben beszamoltunk egy automatikus eljarassal létrehozott magyar nyelvi
tablazatos kérdésmegvalaszolo adatbazissal kapcsolatos elsé kisérleteinkrél. Ma-
gat az eljarast, a sziirSket, a kezelt kérdéstipusokat, az allit6 mondatbol kérdés
generalast még szamos ponton fejleszteni tervezziik a jovében. Példaul lehetne a
listas kérdéseken feliil idébeli és logikai kapcsolatokra kérdezd allité mondatokat
is generalni: Példaul ,Hany év telt el Magyarorszag unids csatlakozasa
ota?”’ vagy ,Melyik esemény tortént eldbb?’, amivel az ilyen kérdésekkel
az LLMek logikai kovetkeztetési képességét vizsgalhatnank. Ha ezek a fejleszté-
sek elkésziilnek egy nagyobb méretii kiértékels adatbazist terveziink épiteni és
kozzétenni.

Cikkiinkben 14 darab nagy nyelvi modellt értékeltiink ki egy 54 elemt, ma-
gyar nyelvii tablazatos kérdésmegvalaszolasi feladaton. Az eredményekbdl az lat-
szik, hogy a modellek méretétdl fiigg azok pontosséiga, illetve, hogy a két pub-
likusan elérheté magyarra tanitott LLM egyértelmien rosszabbul teljesit, mint
a méretben hasonlé, sok nyelvre tanitott, de djabb architektirat alkalmazo6 ver-
senytarsaik.

Koszonetnyilvanitas

Koszonjiik a lehetéséget, melyet a Korméanyzati Informatikai Fejlesztési Ugynok-
ség altal tizemeltetett Komondor biztositott.
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A kutatas az Eurdpai Unié tamogatasaval valosult meg, az RRF-2.3.1-21-
2022-00004 azonositdju, Mesterséges Intelligencia Nemzeti Laboratérium projekt
keretében.
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