A manually annotated HTML corpus for a novel scientific trend analysis
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Abstract

Here we present a manually annotated corpus of
web pages and annotation tool for Web Content
Mining. The corpus is extensively annotated, has a
hierarchical label structure and is freely available for
research purposes. The annotation tool is a Firefox
extension which allows the annotator to work with the
pages in their original appearance. This tool handles
the annotation hierarchy independently of the DOM
tree of the web pages, and it allows overlapped
annotation between the HTML tags.

1. Introduction

Because of the Internet and the globalisation process
the amount of available information is growing at an
incredible rate. The greatest part of this information is
in textual form, usually in web pages that are designed
for humans to read. This amount of information
requires the use of a computer in processing tasks, like
IE and document classification tasks.

The aim of Web Content Mining [10] is to extract
useful information from the natural language-written
parts of websites. After several early attempts on Web
Content Mining in the late nineties, the researchers of
the Web Mining community now focus on Web Usage
Mining [4][12][15] and Wrapper Induction [9]. The
Web Usage Mining refers to the automatic discovery
and analysis of patterns in data collected or generated
via result of user interactions with Web resources on
one or more websites. One goal is to capture and
analyze the behavioural patterns and profiles of users
interacting with a website. Another goal of Wrapper
Induction is the automatic extraction of information
from structured documents like product information

from webshops. On the other hand the Computation
Linguistic community focuses on the raw text, i.e. it
rarely deals with the structural information of the
documents. We think that, based on the recent
improvements in statistical Natural Language
Processing, Web Content Mining will become a rapidly
emerging area over the coming years. The demand for
it is growing because there are views that the real-
world Semantic Web could not come into existence
without the automatic content handling of web pages.

We introduce here a manually and extensively
annotated corpus for Web Content Mining. It is freely
available for research purposes and we hope it will
become a basis for the validation and comparison of
automatic Web Content Mining systems.

The domain that the corpus covers can be grouped
into social networks analysis [3][7][11] and scientific
trend monitoring [13], which have become growing
areas in recent years. Our main interest here is to
investigate the utility of information besides
publication and citation data — such as the student-
supervisor relationship, self-written research interest
or programme committee memberships — for assessing
scientific communities and trends. The corpus
described in this article contains the detailed manual
annotation of homepages of researchers.

Our annotation method has several levels and aims.
It includes document level tags (like this HTML is not
relevant or the picture is the portrait of the
researcher), layout information (such as which part of
the HTML site deals with the previous workplaces of
the researcher) and fine-grained information slots (like
the year and the name of courses taught). We believe
that the layout and the structure of these documents —
which also applies to medical records and research
articles as well — contain a lot of useful information.
Thus our intention was to keep the documents in their
original form in the corpus design.



2. Related work

The first attempts on Web Content Mining began

with the Internet around ‘98-°99 [1-2][5][9]. They were
expert systems with hand-crafted rules or induced rules
used in a supervised manner and based on labelled
corpora [1].
These systems (and the corpora) focused on one or two
specialized information types. Here we tried to cover
the whole range of informative types and we have 44
labels. These early works reported on the utilization of
the HTML structure, but they did not usually handle
real structures. Instead they considered each tag as one
special token and then applied standard Natural
Language Processing techniques.

In the past decade, the number of papers on the
analysis of semi-structured documents has been quite
low (e.g. [6]). There are many articles on Information
Extraction [14] which focus on the natural language
parts and if the texts come from web pages the tags are
removed and there also many articles on Wrapper
Induction [9] which focus just on the structure of the
documents and do not use, or employ very basic,
Natural Language Processing techniques. The
automatic labelling of websites with the information
hierarchy of our corpus requires the joint application of
these two approaches. Think, for example, of the page-
long research interests of a researcher’s homepage and
the enumeration of positions held. To the best of our
knowledge there is no other freely available (for non-
commercial usage) corpora which contains extensively
and manually annotated web pages.

3. The HTML annotation tool

For the efficient manual annotation of the corpus, a
user-friendly software tool was needed. We compiled a
i Original page: i

CV:<EBR/> C¥:<ER/ >
Free text CV...<ER/>

Teching: <ER/> Teching:
</ P </ P
<UL <UL

<LI>Teaching activity #1</LI>
<LI>Teaching activity #2</LI>

list of requirements for this annotation tool. They are
the following:

e The annotators should work on the pages in their
original appearance, hence they should not work
on source HTMLs and we should not use
labelling which would modify the appearance of a
page. Moreover, as the corpus contains
downloadable subsites, the tool has to be
compatible with the hyperlinks.

e The labelled parts of the document should not
match the DOM tree of the page. The libelling
(and the tool) has to support the cases which can
be seen in Figure 1. If we would like to annotate
the teaching activities in the original page (see
below), we have to have an overlapped
annotation, because the original page is badly
structured. So the beginning of the teaching
annotation has to start in the middle of the first
paragraph tag and has to end in the end of the
second paragraph tag. This overlapped annotation
can be seen on the RHS of Figure 1.

e  Our type-family is hierarchical, hence the tool has
to automatically verify the consistency of the
annotation hierarchy.

We could not find any off-the-self solution which
fulfils all of the above criteria, as WYSIWYG HTML
editors and “semantic web annotators” do not provide
hierarchical and out-of DOM tagging, and raw text
annotators do not handle HTML layout and browsing
aspects.

We decided to develop an annotation tool which can be
freely downloaded from the following corpus website:
http://www.inf.u-szeged.hu/rgai/homepagecorpus. The
user can browse the downloaded web pages, select an
arbitrary part of the page and get the allowed labels
(hierarchically consistent with the already tagged
regions) for his selection.

Annotated page:

Free text CV...<BR/>-TEACHIMG-begin--»
<BR/ >

<LIx<l-TEACHING _COURSE-begin--Teaching activity #1:--TEACHIMNG COURSE-end--»</LIx
<LIx¢<h-TEACHIMNG_COURSE-begin—Teaching activity #2¢--TEACHING_COURSE-end--</LI>

</UL> </UL>

<P <P

Free text about teaching experiencies... Free text ahout teaching experiencies...:--TEACHIMS-end--»
</ P </ P

Figure 1. Overlapped annotation
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Figure 2. A screenshot of the annotation

The tool places a special HTML comment tag at the
beginning and end of the selection. The use of
comment tags rather than some other kind of HTML
tag helps preserve the page’s appearance and provides
out-of DOM labelling. The tool is a Firefox extension;
hence its installation and usage are both very simple.

4. The corpus

In this section we will elaborate on the corpus we
developed. It is freely accessible for academic purposes
at: http://inf.u-szeged.hu/rgai/homepagecorpus.

4.1. Obtaining the documents

We decided to use the programme committee of the
First IEEE International Conference on Self-Adaptive
and Self-Organizing Systems 2007' conference as the
raw material for our corpus. We obtained the names of
committee members from the conference web pages
and performed Google queries on them using the
Google Search API. Then the union of the top 10
Google result URLs formed the seed set of crawling.
To avoid the overloading of the servers we just
downloaded neighbouring seed pages: we downloaded
only HTMLs and image files which were linked to the
seed page.

First we evaluated this very simple “focused
crawling” approach and asked our annotators to
classify each seed as homepage (the professional
homepage of the researcher), relevant or non-relevant.
We found that this simple method located the

! http://projects.csail.mit.edu/sas02007/tme.html

homepage of a given researcher in roughly 12.77%° of
the cases.

4.2. The label hierarchy

We defined a three-level deep annotation hierarchy
with 44 labels. Here the root level annotations
represent layout-type labelling. For example, in Figure
2 the enumeration of ‘research interest’-s and the
corresponding header belong to one root level
annotation and the first marked in green and the

HTML comment-pair:
<!--RESEARCH_INTERESTS-begin-->
<!--RESEARCH_INTERESTS-end-->

The second level of the annotation hierarchy
represents one particular event or piece of information.
It contains the deepest level labels, which are well-
defined slots of information. For example the upper
part of the web page shown in Figure 2 — which is
actually a natural language paragraph — has a layout
level label for ‘educations’ (dark-green), which
contains two particular abstract entities of the
‘education’ label (orange). The second one has three
slots (deepest level in the hierarchy): supervisor
(pink), degree (blue) and year (green)’.

4.3. The annotation process
The corpus annotation work is still in progress.

Two independent annotators do the manual labelling,
following the guidelines written by a senior researcher

*This is the average recognition score of the two
annotators.

> In the grey-scale figure, you cannot follow this
example.



before the annotation of the corpus was initiated. These
guidelines had to be amended several times in the
annotation stage as the annotators were often
confronted with problematic issues. The annotators are
not allowed to communicate with each other as far as
the annotation process is concerned. When two given
annotations have to be discussed and settled, any
differences between the two will be resolved by the
senior researcher, yielding the gold standard labelling
of the corpus.

4.4. Corpus statistics

The Committee of the First IEEE International
Conference on Self-Adaptive and Self-Organizing
Systems 2007 conference is made up 89 researchers,
which provided the basis for Google queries. Using the
Google Search API, we found 455 downloadable
URLs. These URLs comprised the seed set of crawling.
This means that the average downloadable hits per
person was only 5.11, which is quite low. This may be
attributed to unwanted query results, like the results of
DBLP * and other computer science bibliography
portals. In the end, we downloaded 5282 HTML files
whose average file size was 5.98kB.

5. Conclusions

In this paper we reported on the construction of a
corpus containing HTML documents annotated for
publicly available information about researchers. The
corpus is accessible for academic purposes and is free
of charge. Apart from the intended goal of serving as a
common resource for the testing and comparison of
automatic Web Content Mining systems, we think that
interesting and novel scientific trend analyses can be
carried out based on the corpus.

The wide range of the labels and the inter-annotator
agreement suggest that the automatic reproduction of
the labelling is a hard task. Furthermore, the agreement
rate among humans can be regarded as the theoretical
upper limit for an automatic system.

The moderate size of the corpus and the large
number of labels do not permit the training of
supervised Web Information Extraction systems.
However it is a good candidate for the construction and
evaluation of weakly-supervised systems.

* http://www.informatik.uni-trier.de/~ley/db/
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